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O et 26 B ] {0 385
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O 7 w6 B 0 0 389
12.1.35 FDLEN—Feature Detection Capability Length Register
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SO 7 o 1 B 0 0 393
(3] @ B 2= Te [ ] =] = PP 393
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8259 Interrupt Controller (PIC) ReGISTEIS . .uiviiiiiiiiiiiii i e 403
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12.4.3 ICW2—Initialization Command Word 2 Register..........ccooviiiiiiiiiiiiiinnnnns 404
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S0 ] =T 406
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12.5.4 EOIR—EOI REGISTEI ..iuiuiitiiiiiiiiiiiiiiiii e 411
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12.5.6 VER—Version RegiSter. .. ccciiiiiiii i s nn e e enneennes 412
12.5.7 REDIR_TBL—Redirection Table Register........ccoeiiuiiiiiiiiiiiiieee s 413
Real Time CloCK REGISTEIS .. uuiitiiiiii i e e e ane e aaeens 414
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12.6.1 I/O Register AdAress Map.....c.iveiieiiiiiii i e e 414
12.6.2 IndeXed REGISLEIS .uiiriiiii ittt e e e 415
12.6.2.1 RTC_REGA—REGISLEr A ...ririiieiiiiiee et e e e eenae e 416
12.6.2.2 RTC_REGB—Register B (General Configuration) ...........c.cocvvvenee. 417
12.6.2.3 RTC_REGC—Register C (Flag Register)........cccovviiiiiiiiiiinnnnne. 418
12.6.2.4 RTC_REGD—Register D (Flag Register) .......cccvvvviiiiiiiiniienninnnne, 418
12.7 Processor Interface ReGiSTerS .. ...cviiiiiiiii i 418
12.7.1 NMI_SC—NMI Status and Control Register.........c.cvviviiiiiiiiiiiiiiiieeene 419
12.7.2 NMI_EN—NMI Enable (and Real Time Clock Index)
ST ] = 419
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12.7.4 COPROC_ERR—Coprocessor Error Register .......ocviiiiiiiiiiiiiii e 420
12.7.5 RST_CNT—Reset Control Register .......cccoviiiiiiiiiii e 420
12.8 Power Management REGISTEIS ...uuiiiiiiiiiiiiii it arereens 421
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Q3 et 25 31 ) T 421
12.8.1.1 GEN_PMCON_1—General PM Configuration 1 Register
[ St 25 3 ) T N 421
12.8.1.2 GEN_PMCON_2—General PM Configuration 2 Register
(St 25 3 ) T 423
12.8.1.3 GEN_PMCON_3—General PM Configuration 3 Register
[ St 25 3 ) TN 424
12.8.1.4 GEN_PMCON_LOCK—General Power Management Configuration
(ool Q=T e 1) =] PPN 427
12.8.1.5 BM_BREAK_EN_2 Register #2 (PM—D31:F0) ....ccovvviiiiieininennnnns 427
12.8.1.6 BM_BREAK_EN Register (PM—D31:F0).......cocviiiiiiiiiiiniiiinnannns 428
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[ Rt 25 B T 0 ) TN 429
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12.8.2 APM I/O Decode RegISTOr ..iuiiuiiriieiii it e e 430
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12.8.3 Power Management I/O Registers......ccooviiiiiiiiiiiii e 431
12.8.3.1 PM1_STS—Power Management 1 Status Register ..............ceueen. 432
12.8.3.2 PM1_EN—Power Management 1 Enable Register..............c......... 433
12.8.3.3 PM1_CNT—Power Management 1 Control Register..................... 434
12.8.3.4 PM1_TMR—Power Management 1 Timer Register....................... 435
12.8.3.5 GPEO_STS—General Purpose Event 0 Status Register ................ 435
12.8.3.6 GPEO_EN—General Purpose Event 0 Enables Register ................ 438
12.8.3.7 SMI_EN—SMI Control and Enable Register............ccoevvvviiiiinnnnn. 439
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12.8.3.9 ALT_GPI_SMI_EN—Alternate GPI SMI Enable Register ............... 443
12.8.3.10 ALT_GPI_SMI_STS—Alternate GPI SMI Status Régister .............. 443
12.8.3.11 GPE_CNTL—General Purpose Control Register.......coovvvviviiininnnnn, 443
12.8.3.12 DEVACT_STS—Device Activity Status Register ...........cccevevinnnens 444
12.8.3.13 PM2_CNT—Power Management 2 Control Register..................... 445
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12.8.3.15 ALT_GPI_SMI_STS2—Alternate GPI SMI Status 2 Register.......... 445
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12.9.2 TCO_DAT_IN—TCO Data In RegiSter.....ciiviiiiiiiiiiiiiienie e veennenennnens 447
12.9.3 TCO_DAT_OUT—TCO Data Out Register........cocvviiiiiiiiiiiiiiiiinnennenaaas 447
12.9.4 TCO1_STS—TCO1 Status ReGISter......iiuiiiiiiiiiiiiir e 447
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12.9.8 TCO_MESSAGE1 and TCO_MESSAGE2 RegiSters.....ccuuierirvireiinrinninnnnnernnens 451
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12.10.6 GP_SB_CMDSTS—GP Serial Blink Command
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SATA Controller Registers (D31:F2) ......ccoiiiiiiiiiiiii e enaans 461
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13.1.1 VID—Vendor Identification Register (SATA—D31:F2)....cccoviiiiiiiiiiiniininennns 462
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(SAT A-D B i F ) ittt e et et 466
13.1.10 HTYPE—Header Type Register

(SAT AD B i) ittt et 466
13.1.11 PCMD_BAR—Primary Command Block Base Address

Register (SATA=D31:F2) ittt a e e 467
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Register (SATA-D31:F5) tiivieiiiiiiiiiiiiiies e e
14.1.10 PCNL_BAR—Primary Control Block Base Address Register
(SATA-D31:iF5) ittt
14.1.11 SCMD_BAR—Secondary Command Block Base Address
Register (SATA D31:F5) iviviiiiiiiiiiiiiiiiiiiiee e e
14.1.12 SCNL_BAR—Secondary Control Block Base Address
Register (SATA D31:F5) iviviiiiiiiiiiiiiiieiiieee e
14.1.13 BAR—Legacy Bus Master Base Address Register
(SATA-D31:iF5) ettt e e ee e
14.1.14 SIDPBA—SATA Index/Data Pair Base Address Register
(SATA-D31:F5) ittt e
14.1.15 SVID—Subsystem Vendor Identification Register
(SATA-D31:F5) ittt e
14.1.16 SID—Subsystem Identification Register (SATA-D31:F5) .
14.1.17 CAP—Capabilities Pointer Register (SATA-D31:F5).........
14.1.18 INT_LN—Interrupt Line Register (SATA-D31:F5) ...........
14.1.19 INT_PN—Interrupt Pin Register (SATA-D31:F5).............
14.1.20 IDE_TIM—IDE Timing Register (SATA-D31:F5)..............
14.1.21 SDMA_CNT—Synchronous DMA Control Register
(N o 3 =) T
14.1.22 SDMA_TIM—Synchronous DMA Timing Register
N 3 L =) T
14.1.23 IDE_CONFIG—IDE I/O Configuration Register
N R e L =) T
14.1.24 PID—PCI Power Management Capability Identification
Register (SATA-D31:F5) oo
14.1.25 PC—PCI Power Management Capabilities Register
e e =) T
14.1.26 PMCS—PCI Power Management Control and Status
Register (SATA-D31:F5) coiuiniiiiiiiiiiiii e
14.1.27 MAP—Address Map Register (SATA-D31:F5) .................
14.1.28 PCS—Port Control and Status Register (SATA-D31:F5)...
14.1.29 SATACRO—SATA Capability Register 0 (SATA-D31:F5) ...
14.1.30 SATACR1—SATA Capability Register 1 (SATA-D31:F5) ...
14.1.31 FLRCID—FLR Capability ID Register (SATA-D31:F5).......
14.1.32 FLRCLV—FLR Capability Length and
Value Register (SATA-D31:F5)..cciiiiiiiiiiiiiiiiiieieen
14.1.33 FLRCTRL—FLR Control Register (SATA-D31:F5).............
14.1.34 ATC—APM Trapping Control Register (SATA-D31:F5) .....
14.1.35 ATC—APM Trapping Control Register (SATA-D31:F5) .....
14.2 Bus Master IDE I/O Registers (D31:F5)...ccciiiiiiiiiiiiiiiiiiiiiiiennnnns
14.2.1 BMIC[P,S]—Bus Master IDE Command Register (D31:F5)
14.2.2 BMIS[P,S]—Bus Master IDE Status Register (D31:F5) ....
14.2.3 BMIDI[P,S]—Bus Master IDE Descriptor Table Pointer
Register (D31:F5) . i
14.3 Serial ATA Index/Data Pair Superset Registers..........cccocvvienennnn.
14.3.1 SINDX—SATA Index Register (D31:F5)......cccocveininnnnnnn.
14.3.2 SDATA—SATA Index Data Register (D31:F5).................
14.3.2.1 PxSSTS—Serial ATA Status Register (D31:F5).
14.3.2.2 PxSCTL—Serial ATA Control Register (D31:F5)
14.3.2.3 PxSERR—Serial ATA Error Register (D31:F5)...

15 EHCI Controller Registers (D29:F0, D26:F0)..............cccoceieinininennns
15.1 USB EHCI Configuration Registers
(USB EHCI—D29:F0, D26:F0)...uiuieieiiiieieiiiiie e ceee e ee e
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15.1.1 VID—Vendor Identification Register

(USB EHCI—D29:F0, D26:F0) ..uviueitiitiitieiieeieitseieeanesnesessanesnnenesnannnnes 535
15.1.2 DID—Device Identification Register

(USB EHCI—D29:F0, D26:F0) ..uuiueiriitiiiiieienieiisieeeetanesnesessanesnnenesnannanes 535
15.1.3 PCICMD—PCI Command Register

(USB EHCI—D29:F0, D26:FD) .iuuiutiriiriieieienteitiieeieeanssnesessanesnnenesnannanes 535
15.1.4 PCISTS—PCI Status Register

(USB EHCI—D29:F0, D26:F0) ..uuiueitiitiitiieiineitsieieeanssneeesssnesnnenesnannanes 536
15.1.5 RID—Revision Identification Register

(USB EHCI—D29:F0, D26:F0) ..uuiueiriitiieiieiineseieeeenenssnesesssnesnnanesnannanes 537
15.1.6 PI—Programming Interface Register

(USB EHCI—D29:F0, D26:F0) ..uuiuiiriitiieiieiiintentseiieeenssneeesssnesnnenesnannanes 538
15.1.7 SCC—Sub Class Code Register

(USB EHCI—D29:F0, D26:F0) ..uuiutiriitiitiieiineneaieiieeanssne e srsnesnenesnannanes 538
15.1.8 BCC—Base Class Code Register

(USB EHCI—D29:F0, D26:F0) ...uiutitiitiieiieieniestsieiienenssnesesssnesnnenesnannsnes 538
15.1.9 PMLT—Primary Master Latency Timer Register

(USB EHCI—D29:F0, D26:F0) ..uviueitiitiieieiiiitentieientenssnesessenssnnenesnennnnes 538
15.1.10 HEADTYP—Header Type Register

(USB EHCI—D29:F0, D26:F0) ..uuiuiitiitiiiiieiieniitiieiienensanesesssnesnenesnannnnes 538
15.1.11 MEM_BASE— Memory Base Address Register

(USB EHCI—D29:F0, D26:F0) ..uiiutuiiisierriieiiiieeiieenierenierinierineennrenesanns 539
15.1.12 SVID—USB EHCI Subsystem Vendor ID Register

(USB EHCI—D29:F0, D26:F0) ...uiutiriitiitiieiintentiieiennenssnesesnanesnnsneenannnnes 539
15.1.13 SID—USB EHCI Subsystem ID Register

(USB EHCI—D29:F0, D26:F0) ..uuiuiitiiriitieitinieneseieeenssneseessnesnneneenennnnes 539
15.1.14 CAP_PTR—Capabilities Pointer Register

(USB EHCI—D29:F0, D26:F0) .uuiueitiitiieiieiieaintiieeeenensanesesssnssnnenesnannnnes 540
15.1.15 INT_LN—Interrupt Line Register

(USB EHCI—D29:F0, D26:F0) ..uuiuiitiitiieiieiieitentaieiiesaneaneeesnsnesnnenesnannnnes 540
15.1.16 INT_PN—Interrupt P|n Register

(USB EHCI—D29:F0, D267F0) ..uivtuiiiriitiieitiieetieetiersniersniesiseernnrsnessnnes 540
15.1.17 PWR_CAPID—PCI Power Management Capability

Identification Register (USB EHCI—D29:F0, D26:F0) ...uvvvvnvierneirnreernnennns 540
15.1.18 NXT_PTR1—Next Item Pointer #1 Register

(USB EHCI—D29:F0, D26:F0) ..uuiutitiitiieiieitiiiintiieieanenssneseesenesnneneanannenes 541
15.1.19 PWR_CAP—Power Management Capabilities Register

(USB EHCI—D29:F0, D26:F0) ..uiutuiiiriirnieiruiretaieesiereniersniersneesnnsennessnns 541
15.1.20 PWR_CNTL_STS— Power Management Control /

Status Register (USB EHCI—D29:F0, D26:F0) ...cccuuiiereirnieiiieirneernnennnns 542
15.1.21 DEBUG_CAPID—Debug Port Capablllty ID Register

(USB EHCI—D29:F0, D26:F0) ..uiuvuiirtieitiieiiiestaseesiereniersnierineesnesnessnns 542
15.1.22 NXT_PTR2—Next Item Pointer #2 Register

(USB EHCI—D29:F0, D26:F0) .uuivtuiieriitiieiriieetieeniereniessniesisessessnessnnes 543
15.1.23 DEBUG_BASE— Debug Port Base Offset Register

(USB EHCI—D29:F0, D26:F0) ..uiutuiiiriiitnerriieeiiiieniereniersniesineesnersnesanes 543
15.1.24 USB_RELNUM—USB Release Number Register

(USB EHCI—D29:F0, D26:F0) ..uciutuiierirrnierriieetieesiereniersniesineennnesnessnes 543
15.1.25 FL_ADJ—Frame Length Adjustment Register

(USB EHCI—D29:F0, D26:F0) ..uuiuiiriitieiieiiniiitieeensanssneeesssnssnneneanennanes 544
15.1.26 PWAKE_CAP—Port Wake Capability Register

(USB EHCI—D29:F0, D26:F0) ..uviueitiitiitiieienteitieiensanssneseessnesnnenesnanennes 545
15.1.27 PDO—Port Disable Override Register..........cccviiiiiiiiiiiiiie e 545
15.1.28 RMHDEVR—RMH Device Removable Field Register...........ccevviiiiiiiiinnnnnne. 546
15.1.29 LEG_EXT_CAP—USB EHCI Legacy Support Extended

Capability Register (USB EHCI—D29:F0, D26:F0) ...ccocvvviiiiiiiiniiiniieeennnnes 546
15.1.30 LEG_EXT_CS—USB EHCI Legacy Support Extended

Control / Status Regéster (USB EHCI—D29:F0, D26:F0)...cccvvvviniiiiiiieiiennnn 547
15.1.31 SPECIAL_SMI—Intel®™ Specific USB 2.0 SMI Reglster

(USB EHCI—D29:F0, D26:F0) ..uviuiiriitiitiieiententiieieenanssnesnessenesnnsnesnannnnes 548
15.1.32 OCMAP—Over-Current Mapping Register ......ccvviiiiiiiiiiiiiiiienie i ranee s 550
15.1.33 RMHWKCTL—RMH Wake Control Register .........cocoiiiiiiiiiiiiiiiiiieeeeeeee 551
15.1.34 ACCESS_CNTL—Access Control Register

(USB EHCI—D29:F0, D26:F0) .uuiueitiitiitieiteetintaeiesensaeeessanssnnenennennanes 551
15.1.35 EHCIIR1—EHCI Initialization Register 1

(USB EHCI—D29:F0, D26:F0) .uuiueitiitiieiieieetentaeiesaneaeeeesenenneeneesannnnes 552
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15.1.36 FLR_CID—Function Level Reset Capability ID Register
(USB EHCI—D29:F0, D26:F0) 1.iiviitiiitiitiitaieiieeenssneseesnnanesesnsnnannanesnens 552
15.1.37 FLR_NEXT—Function Level Reset Next Capability
Pointer Register (USB EHCI—D29:F0, D26:F0) ...coviiiiiiiiiiiiii e 552
15.1.38 FLR_CLV—Function Level Reset Capability Length and
Version Register (USB EHCI—D29:F0, D26:F0) ..c.ccviiiiiiiiiiiiiiiieiieiiennaens 552
15.1.39 FLR_CTRL—Function Level Reset Control Register
(USB EHCI—D29:F0, D26:F0) tuiititieitiiritieiieeentsneseesnssnesnssnsnsannaneanens 553
15.1.40 FLR_STS—Function Level Reset Status Register
(USB EHCI—D29:F0, D26:F0) t.iitiitieiiiiiiitiieiienenesneseessssesesnsnsannaneanens 553
15.2 Memory-Mapped I/O REGISEEIS ....ouiiiiiiiiiiii e eaea 554
15.2.1 Host Controller Capability RegiSters .......cvceiiiiiiiiiiiiiiiiiiiine e 554
15.2.1.1 CAPLENGTH—Capability Registers Length Register..................... 555
15.2.1.2 HCIVERSION—Host Controller Interface Version Number
REGISEEN ittt e 555
15.2.1.3 HCSPARAMS—Host Controller Structural Parameters .................. 555
15.2.1.4 HCCPARAMS—Host Controller Capability Parameters
REGISE O i e 556
15.2.2 Host Controller Operational Registers ........c.oovviiiiiiiiiiii e 557
15.2.2.1 USB2.0_CMD—USB 2.0 Command Register..........ccoeeviviriiniinnnnns 558
15.2.2.2 USB2.0_STS—USB 2.0 Status Register.........c.cooevviiiiiiiiinnnnnns 560
15.2.2.3 USB2.0_INTR—USB 2.0 Interrupt Enable Register...................... 562
15.2.2.4 FRINDEX—Frame Index Register .........cocoiiiiiiiiiiiiiniieens 563
15.2.2.5 CTRLDSSEGMENT—Control Data Structure Segment
REGISEEN .ttt e 564
15.2.2.6 PERIODICLISTBASE—Periodic Frame List Base Address
REGISEEN .ttt e 564
15.2.2.7 ASYNCLISTADDR—Current Asynchronous List Address
REGISEEN .ottt e 565
15.2.2.8 CONFIGFLAG—Configure Flag Register ........ccoivviiiiiiiniiiiiiinnnnnns 565
15.2.2.9 PORTSC—Port N Status and Control Register...........ccccviviiiininnnns 565
15.2.3 USB 2.0-Based Debug Port Registers........uivviiiiiiiiiiiiiiii i eiaaneas 568
15.2.3.1 CNTL_STS—Control / Status Register.........ccooeviiiiiiiiiiiiiinnnns 569
15.2.3.2 USBPID—USB PIDS REGIStEI...cviitiiiriiriiiiiiiiniiisiieiiesnennannaneanans 570
15.2.3.3 DATABUF[7:0]—Data Buffer Bytes[7:0] Register ...........cccvvvennn. 570
15.2.3.4 CONFIG—Configuration RegiSter......ccvivviiiiiiiiiiiiiiiiiiiiiaeneas 571
XHCI Controller Registers (D20:F0)..........ocoiiiiiiiiiiii e eraeaees 572
16.1 USB xHCI Configuration Registers
(USB XHCI—=D20:F0) ¢ e tuiueeieineeeeeeaereseeaeeaeraeeer e s aeea e e s arae e e rneneeaerneneenennnn 572
16.1.1 VID—Vendor Identification Register
(USB XHCI—=D20:F0) . e tiuiueeieeneeeenaaeeeeeneeaeeneeeseeneeesesneeaereanenereanens 573
16.1.2 DID—Device Identification Register
(USB XHCI—D20:F0) e usuiueeneeeierneaeeeesneeaeeneeeresneeesasneeaereeneeaeanens 573
16.1.3 PCICMD—PCI Command Register
(USB XHCI—D20:F0) . eueuiueeinaneereenaaeeeeeeeaeeneeereeneaenaesneeaernaneneaeanans 574
16.1.4 PCISTS—PCI Status Register
(USB XHCI—D20:F0) .. euuuiueeineeeeeeeaeeeeeneeaeeneeesesneeeresneeaereeneneaeanens 575
16.1.5 RID—Revision Identification Register
(USB XHCI—D20:F0) e ueuiueieineneeeeeeaeaeeeeneaeaeeeeeeresneeeresneeaereaneeaeanans 576
16.1.6 PI—Programming Interface Register
(USB XHCI—=D20:F0) ... uuiueeineueeeennaaeeeeeneeaereeeeresneeesasneeaereeneaeaeanans 576
16.1.7 SCC—Sub Class Code Register
(USB XHCI—D20:F0) .. euttuiueeieeneeeenneaeaeeeeneeaesaeeerasneeesesneeaereaneaeaeenens 576
16.1.8 BCC—Base Class Code Register
(USB XHCI—D20:F0) e euiueeieaeeeeeeaeneeeeneeaeeaeneeresneeesasneeaereenenereenns 576
16.1.9 PMLT—Primary Master Latency Timer Register
(USB XHCI—D20:F0) e euiueeneneeneanaaensesneeaeeneeesesneeeresneeaereeneneaeenens 576
16.1.10 HEADTYP—Header Type Register
(USB XHCI—D20:F0) . et utueeneneeeeeeeaeeesneeeeaeeeseeneaeeaerneeaereaneaeaeanens 577
16.1.11 MEM_BASE_L—Memory Base Address Low Register
(USB XHCI—D20:F0) .t utitieineiniaeieieitestsneaesesnsaesnesnssssassnesneanannsnnsnesnens 577
16.1.12 MEM_BASE_H—Memory Base Address High Register
(USB XHCI—D20:F0) . utitieintiintitieiestsnesesesnsnesesnssnsassnessansnssnnsneanens 577
16.1.13 SVID—USB xHCI Subsystem Vendor ID Register
(USB XHCI—=D20:F0) .ttt sieetenesesesnesesesnssnsaesesesnensannsneanens 577
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16.1.14 SID—USB xHCI Subsystem ID Register
(USB XHCI—=D20:F0) tttiriiiitiitiestinteasriesenssnssesnessenssnesnesssnssnneneanannsnes 578
16.1.15 CAP_PTR—Capabilities Pointer Register
(USB XHCI—=D20:F0) ttiutiuiiiitiitiieetinieaasaesesssnesesessenssesnessenssneneanannenes 578
16.1.16 INT_LN—Interrupt Line Register
(USB XHCI—=D20:F0) tuuutiuiitiititiestintiatsiesenssnasesessanssnesnessanssnneneanennsnes 578
16.1.17 INT_PN—Interrupt Pin Register
(USB XHCI—D20:F0) 1.evu.ivvneitnieeteietertiiestiiestanestiessnessniessieesnssenessnns 578
16.1.18 XHCC—xHC System Bus Configuration Register
(USB XHCI—=D20:F0) ttiutiuiitiitiiiieetiniiatsaestenssnesiesesssnssnssnesssnssnneneanennenes 578
16.1.19 XHCC2—xHC System Bus Configuration Register 2
(USB XHCI—=D20:F0) ttiutiriiriitiitiiesintsasieseassese s s teassesneesenesneneanannenes 579
16.1.20 SBRN—Serial Bus Release Number
Register (USB XHCI—D20:F0) ..u.iitiiiiiiitiieiiieninenieeieensnesaessnsannsnesnennenes 579
16.1.21 FL_ADJ—Frame Length Adjustment Register
(USB XHCI—=D20:F0) ttiutitiitiitiiieeteaieassieeessnssesesssnssnesneessnssnneneanennenes 580
16.1.22 PWR_CAPID—PCI Power Management Capability ID
Register (USB XHCI—D20:F0) ....iitiiiiiiiieiieiiinniiesieeieessnesnessnssnnsneenennenes 580
16.1.23 NXT_PTR1—Next Item Pointer #1 Register
(USB XHCI—D20:F0) ttiutiriitiititiieetiataasaiestenssnesesenssnssesnessanssneneanannenes 581
16.1.24 PWR_CAP—Power Management Capabilities Register
(VIS SR Lo o o 0 1 0 ) 581
16.1.25 PWR_CNTL_STS—Power Management Control /
Status Register (USB XHCI—D20:F0) ...u.ivuvriirnriiiiieiinniernereinnreriessnensnenns 582
16.1.26 MSI_CAPID—Message Signaled Interrupt Capability ID Register
(USB XHCI—D20:F0) tuiutitiiniitiiiestinteaaneienssnesesestanssnesneessnssnneneenennanes 582
16.1.27 NEXT_PTR2—Next Item Pointer Register #2
(USB XHCI—=D20:F0) ttiutiiiiitiitieetiateisie s aese s tsnnseseensnesneneanennenes 582
16.1.28 MSI_MCTL—MSI Message Control Register
(USB XHCI—=D20:F0) tuiutitiitiitiiiiieitiateassesensaesesesssnsaesneesenssnnenennennenes 583
16.1.29 MSI_LMAD—MSI Lower Message Address Register
(USB XHCI—D20:F0) ttiutiiitiitiiieeriatiassesenssaesesnesssnssesnessanssnnenessannsnes 583
16.1.30 MSI_UMAD—MSI Upper Message Address Register
(USB XHCI—=D20:F0) ttiutitiitiiiiiiiestinseasseseasssesesnesssnssnesnessanesnnenesnannenes 583
16.1.31 MSI_MD—MSI Message Data Register
(USB XHCI—=D20:F0) tuitiriitiitiitieetiateassiesteasssesesseessnssesneesanssnneneanannenes 584
16.1.32 U20CM1 - XHCI USB2 Overcurrent Mapping Registerl
(USB XHCI—=D20:F0) tttiriitiititiestentensiieeteassnesesnenssnssnesnessanesnneneanannsnes 584
16.1.33 U20CM2 - XHCI USB2 Overcurrent Mapping Register 2
(USB XHCI—=D20:F0) ttitiuiitiitiitiesiatentrieetenssnesesessanssesneesanssnenesnannenes 584
16.1.34 U30CM1 - XHCI USB3 Overcurrent Pin Mapping 1
(USB XHCI—=D20:F0) tttiuiitiitiitiestiatsatsiesensnesesenssnssesneesansenenesnannanes 585
16.1.35 U30CM2 - XHCI USB3 Overcurrent Pin Mapping 2
(USB XHCI—=D20:F0) ttutiuiitiititieeiinssntsiesenssnesesseassnssnesnessennsnnenessannenes 586
16.1.36 XUSB2PR—xHC USB 2.0 Port Routing Register
(USB XHCI—D20:F0) ttiutiuiitiitiiieitentensiessenisnssesneassnssnesesssnnsnnsnesannenes 586
16.1.37 XUSB2PRM—xHC USB 2.0 Port Routing Mask Register
(USB XHCI—D20:F0) ttiutiuiiiiititieiiateatsesteassnnsesnesssnssnesnessannsnnenesnannenes 587
16.1.38 USB3_PSSEN—USB 3.0 Port SuperSpeed Enable Register
(USB XHCI—D20:F0) ttiutiiitiitiiiesteateaaniesentsnesesnesssnssnesneasannsneneanannenes 587
16.1.39 USB3PRM—USB 3.0 Port Routing Mask Register
(USB XHCI—=D20:F0) tuiutiuiiniitiitieitintsntsiestenssnssessesssnssnesessanssnnenesnennenes 588
16.1.40 USB2PDO—xHCI USB Port Disable Override Register
(USB XHCI—=D20:F0) ttutiuiitiitiiiieetentsatriestenssaesessesssassesneasenesnnenessannenes 588
16.1.41 USB3PDO—USB3 Port Disable Override
(USB XHCI—=D20:F0) ttiutitiitiitiitiieetiataatseeensssesesessanssesneesenesnneneanannenes 589
Memory-Mapped I/O ReGISEEIS .....ouiiiiiiii e 589
16.2.1 Host Controller Capability Registers......coovviiiiiiiiiiiiiiiii i eaeeas 590
16.2.1.1 CAPLENGTH—Capability Registers Length Register..................... 590
16.2.1.2 HCIVERSION—Host Controller Interface Version Number
=T | 1= (=] 590
16.2.1.3 HCSPARAMS1—Host Controller Structural Parameters #1 Register590
16.2.1.4 HCSPARAMS2—Host Controller Structural Parameters #2 Register591
16.2.1.5 HCSPARAMS3—Host Controller Structural Parameters #3 Register591
16.2.1.6 HCCPARAMS—Host Controller Capability Parameters Register ..... 592
16.2.1.7 dBOFF—Doorbell Offset Register ........ccociiviiiiieiiiiiiiiieieieenes 592
16.2.1.8 RTSOFF—Runtime Register Space Offset Register...................... 593
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16.2.2 Host Controller Operational Registers ........ccocvviiiiiiiiiiii e 593
16.2.2.1 USB_CMD—USB Command Register.........ccoeviiiiiiiiiiiiiiiineinns 594
16.2.2.2 USB_STS—USB Status Register........cooviiiiiiiiiiiii e 595
16.2.2.3 PAGESIZE—Page Size Register......ccoooiiiiiiiiiiiiiiiiiiinnaeaes 596
16.2.2.4 DNCTRL—Device Notification Control Register ............cccviiininnnns 596
16.2.2.5 CRCRL—Command Ring Control Low Register............ccocvvvininenns 597
16.2.2.6 CRCRH—Command Ring Control High Register ................c.cc.eeee. 598
16.2.2.7 DCBAAPL—Device Context Base Address Array Pointer Low so8

REGISEEN .ottt e
16.2.2.8 DCBAAPH—Device Context Base Address Array Pointer High so8
REGISEEN .ot
16.2.2.9 CONFIG—Configure RegiSter ......ivuuiiiiiiiriiiiiiiiitiiiiennenrieinenens 598
16.2.2.10 PORTSCNUSB2—Port N Status and Control USB2 Register........... 599
16.2.2.11 PORTPMSCNUSB2—xHCI Port N Power Management Status and
Control USB2 ReGISter....c.iiiiiiiiiii it et e e e e 603
16.2.2.12 PORTSCNUSB3—xHCI USB 3.0 Port N Status and Control Register604
16.2.2.13 PORTPMSCN—Port N Power Management Status and Control 608
USB3 REGISEEI ...ttt eaeas
16.2.2.14 PORTLIX—USB 3.0 Port X Link Info Register..........cccovviiiiiinienns 609

16.2.3 Host Controller Runtime Registers.......ccvvviiiiiiiiiiiii e e 609
16.2.3.1 MFINDEX—Microframe Index Register ..........coooviiiiiiiiiiiiinnnns 609
16.2.3.2 IMAN—Interrupter X Management Register.........c.ccvvviiiiiiiinnnns 610
16.2.3.3 IMOD—Interrupter X Moderation Register ..........c.ccvvviiiiiiiininnnns 611
16.2.3.4 ERSTSZ—Event Ring Segment Table Size X Register .................. 611
16.2.3.5 ERSTBAL—Event Ring Segment Table Base Address Low X 612

RS0 ] =]
16.2.3.6 ERSTBAH—Event Ring Segment Table Base Address High X 612

REGISE O it
16.2.3.7 ERDPL—Event Ring Dequeue Pointer Low X Register .................. 613
16.2.3.8 ERDPH—Event Ring Dequeue Pointer High X Register................. gg

16.2.4 DoOrbell REGISTEIS 1.uiiriiiriiieiire it rira e s i e ae s e anraaneaaneaeanns
16.2.4.1 DOORBELL—Doorbell X Register ......ccvoviiiiiiiiiiiiiiiiiiiiiinanens 614

17 Integrated Intel® High Definition Audio (Intel® HD Audio) Controller Registers ....615
17.1 Intel® High Dgﬂmtlon Audio (Intel® HD Audio) Controller Registers (D27:FO0) .......... 615

17.1.1 Intel H|gh Definition Audio PCI Configuration Space

(Intel H|gh Definition Audio—D27:F0) .c.iiiiiiiiiiiiii i e 615
7.1.1 VID—%endor Identification Register

(Intel® High Definition Audio Controller—D27:F0).......cccvvvvuennnns 617
17.1.1.2 DID— gevice Identification Register

(Intel® High Definition Audio Controller—D27:F0).......ccocvvvvnennns 617
17.1.1.3 PCICMD—PCI Command Register

(Intel® High Definition Audio Controller—D27:F0).......ccocvvvvnvnnnns 617
17.1.1.4 PCISTS—PCI Status Register

(Intel® High Definition Audio Controller—D27:F0).......ccocvvvvuennnns 618
17.1.1.5 RID— ReV|5|on Identification Register

(Intel® High Definition Audio Controller—D27:F0)........ccccvvvvnennn. 618
17.1.1.6 PI—P@?gramming Interface Register

(Intel® High Definition Audio Controller—D27:F0).......ccocvivvnvnnnns 619
17.1.1.7 SCC— (gub Class Code Register

(Intel® High Definition Audio Controller—D27:F0).......cccvvvinennns 619
17.1.1.8 BCC— (gase Class Code Register

(Intel® High Definition Audio Controller—D27:F0).......ccccvvvvuennnns 619
17.1.1.9 CLS— C%ache Line Size Register

(Intel® High Definition Audio Controller—D27:F0).......ccoviviuvnnnns 619
17.1.1.10 LT— L%tency Timer Register

(Intel® High Definition Audio Controller—D27:F0).......ccccvvviuennns 619
17.1.1.11 HEAD%YP Header Type Register

(Intel® High D%ﬁnition Audio Controller—D27:F0).....ccocevviinnnnn. 620
17.1.1.12 HdBARL—Intel™ High Definition Audio Lower Base Address

Register (Intel® High Definition Audio—D27:F0) .......ccoovvvvivinnnns 620
17.1.1.13 HdBARU— Intel High Definition Audio Upper Base Address

Register (Intel® High Definition Audio Controller—D27:FO0).......... 620
17.1.1.14 SVID— Subsystem Vendor Identification Register

(Intel® High Definition Audio Controller—D27:F0)...................... 620
17.1.1.15 SID—gubsystem Identification Register

(Intel® High Definition Audio Controller—D27:F0).......cccccvuenennne. 621

20

Datasheet



Datasheet

17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.
17.

17.
17.

T e e e e e e e g e S =Y

.1.16
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.1.48

CAPPTR Capabilities Pointer Register

(Intel® High Definition Audio Controller—D27:F0) ......cccvvvvvinnns 621

INTLN —Interrupt Line Register

(Intel® High Definition Audio Controller—D27:F0) ........cvvvvvvnnns 621

INTPN —Interrupt Pin Register

(Intel® High Def|n|t|on Audio Controller—D27:F0) .....ccvvvvinvinnnnn 621

HDCTL—Intel® High Definition Audio Control Register

(Intel® High Definition Audio Controller—D27:FQ) .......cccevvvvinens 622

DCKCTL—Docking Control Register (Mobile Only)

(Intel® High Definition Audio Controller—D27:F0) .......cccevvvuvnnens 622

DCKS%S—Docking Status Register (Mobile Only)

(Intel® High Definition Audio Controller—D27:F0) ......ccocvvvvnvnnens 622

PID— PCI Power Management Capability ID Register

(Intel High Definition Audio Controller—D27:F0) ........ccvvvvvinnns 623
<%wer Management Capabilities Register

(Intel High Definition Audio Controller—D27:F0) ........ccvvvvvinnns 623

PCS— gower Management Control and Status Register

(Intel® High Definition Audio Controller—D27:F0) ......ccecvvvvuvnnens 623

MID— (gISI Capability ID Register

(Intel® High Definition Audio Controller—D27:F0) .......cccevvvuvnnens 624

MMC— MSI Message Control Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvinnns 624

MMLA MSI Message Lower Address Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvinnns 625

MMUA MSI Message Upper Address Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvinenns 625

MMD— MSI Message Data Register

(Intel® High Definition Audio Controller—D27:F0) ......c.ccvvvvvvnnnns 625

PXID— PCI Express* Capability ID Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvcvvvinnns 625

PXC— gCI Express* Capabilities Register

(Intel® High Definition Audio Controller—D27:F0) .......cccevvvvnnens 625

DEVCAP Device Capabilities Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvinenns 626

DEVC Device Control Register

(Intel® High Definition Audio Controller—D27:F0) ......cocvvvvvvnenns 626

DEVS Device Status Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvcvvvinnns 627

VCCAP Virtual Channel Enhanced Capability Header

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvvnnns 627

PVCCAP1 Port VC Capability Register 1

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvinenns 628

PVCCAP2 Port VC Capability Register 2

(Intel® High Definition Audio Controller—D27:F0) ......cocvvvvvinenns 628

PVCCTL Port VC Control Register

(Intel® High Definition Audio Controller—D27:F0) ......cocvvvvvinenns 628

PVCSTS Port VC Status Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvvnnns 628

VCOCAP VCO Resource Capability Register

(Intel® High Definition Audio Controller—D27:F0) ......ccccvvvvvinnns 629

VCOCTL VCO Resource Control Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvvnenns 629

VCOSTS VCO Resource Status Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvvnnns 629

VCiC <§ VCi Resource Capability Register

(Intel® High Definition Audio Controller—D27:F0) .......cocvvvvuvnnens 630

VCiCTL—VCi Resource Control Register

(Intel® High Definition Audio Controller—D27:F0) .......ccccvvvuvnnens 630

VCiS S —VCi Resource Status Register

(Intel® High Definition Audio Controller—D27:F0) .......cocvvvvvnnens 630

RCCAP—Root Complex Link Declaration Enhanced
Capa éhty Header Register

(Intel® High Definition Audio Controller—D27:F0) .......ccvcvvvnenn. 631

ESD— (glement Self Description Register

(Intel®™ High Definition Audio Controller—D27:F0) .......ccvvvvuenn. 631

L1DESC—Link 1 Description Register

(Intel®™ High Definition Audio Controller—D27:F0) .......ccvvvvnennn. 631
21
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17.1.2

17.1.1.49 L1ADI(D®L Link 1 Lower Address Register

(Intel® High Definition Audio Controller—D27:F0).......ccccvvvvuennnns 631
17.1.1.50 L1AD%U Link 1 Upper Address Register

(Intel® High Definition Audio Controller—D27:F0).......c.ccvvvvuvnnnns 632
Intel® H|gh Definition Audio Memory Mapped Configuration Registers
(Intel High Definition Audio D27:F0) ..icviiiiiiiiiii i renaaaeeas 633

7.1.2.1 GCAP Global Capabilities Register

(Intel® High Definition Audio Controller—D27:F0)........ccccvvvvnennn. 636
17.1.2.2 VMIN Minor Version Register

(Intel® High Definition Audio Controller—D27:F0)........ccccvvvvnennn. 637
17.1.2.3 VMAI— MaJor Version Register

(Intel® High Definition Audio Controller—D27:F0).........cccvvvvnennn. 637
17.1.2.4 OUTPAY Output Payload Capability Register

(Intel® High Definition Audio Controller—D27:F0)........ccccvivvnennn. 637
17.1.2.5 INPAY Input Payload Capability Register

(Intel® High Definition Audio Controller—D27:F0)........ccvcvivinennn. 637
17.1.2.6 GCTL Global Control Register

(Intel® High Definition Audio Controller—D27:F0)........ccccvvvvnennn. 638
17.1.2.7 WAKE(FEN —Wake Enable Register

(Intel® High Definition Audio Controller—D27:F0).......ccocviviuennnns 639
17.1.2.8 STAT%STS—State Change Status Register

(Intel® High Definition Audio Controller—D27:F0).......cccvvviuvnnns 639
17.1.2.9 GSTS Global Status Register

(Intel® High Definition Audio Controller—D27:F0)........ccvcvvvvnennnn 639
17.1.2.10 GCAP% Global Capabilities 2 Register

(Intel® High Definition Audio Controller—D27:F0).......c.ccvvvvuennnns 640
17.1.2.11 OUTS&RMPAY—Output Stream Payload Capability

(Intel® High Definition Audio Controller—D27:F0).......c.ccvvvvuennnns 640
17.1.2.12 INSTRMPAY—Input Stream Payload Capability

(Intel® High Definition Audio Controller—D27:F0).......ccccvvvvuvnnnns 640
17.1.2.13 INTC(F% Interrupt Control Register

(Intel® High Definition Audio Controller—D27:F0).......ccocvivinennns 641
17.1.2.14 INTSTS—Interrupt Status Register

(Intel® High Definition Audio Controller—D27:F0).......ccccvvvvuennns 642
17.1.2.15 WALC&K —Wall Clock Counter Register

(Intel® High Definition Audio Controller—D27:F0).......ccvcvivinennnns 642
17.1.2.16 SSYNC—Stream Synchronization Register

(Intel®™ High Definition Audio Controller—D27:F0).......cccvvvivvnnnns 643
17.1.2.17 CORB&BASE—CORB Lower Base Address Register

(Intel® High Definition Audio Controller—D27:F0).......ccovvvinvnnns 643
17.1.2.18 CORB%BASE—CORB Upper Base Address Register

(Intel® High Definition Audio Controller—D27:F0).......ccccvvvvnennns 643
17.1.2.19 CORB%Q/P—CORB Write Pointer Register

(Intel® High Definition Audio Controller—D27:F0).......cccvvvinennns 644
17.1.2.20 CORBRP CORB Read Pointer Register

(Intel® High Definition Audio Controller—D27:F0)........ccccvvvvnennn. 644
17.1.2.21 CORBCTL—CORB Control Register

(Intel® High Definition Audio Controller—D27:F0).......ccocviviuennns 644
17.1.2.22 CORBST—CORB Status Register

(Intel® High Definition Audio Controller—D27:F0).......ccccvvvinennns 645
17.1.2.23 COR%SIZE—CORB Size Register

Intel® High Definition Audio Controller—D27:F0) .......cocvvvvivnnnen. 645
17.1.2.24 RIRBL(F%ASE—RIRB Lower Base Address Register

(Intel® High Definition Audio Controller—D27:F0).......cccvvviuennns 645
17.1.2.25 RIRBUBASE RIRB Upper Base Address Register

(Intel® High Definition Audio Controller—D27:F0)........ccccvvvnennnn 645
17.1.2.26 RIRB\%P RIRB Write Pointer Register

(Intel® High Definition Audio Controller—D27:F0).......ccocvvvinvnnnns 646
17.1.2.27 RINTCNT Response Interrupt Count Register

(Intel® High Definition Audio Controller—D27:F0)........ccccvivinenen. 646
17.1.2.28 RIRBCTL—RIRB Control Register

(Intel® High Definition Audio Controller—D27:F0)...................... 646
17.1.2.29 RIRBSTS RIRB Status Register

(Intel® High Definition Audio Controller—D27:F0)...................... 647
17.1.2.30 RIRB%ZE—RIRB Size Register

(Intel® High Definition Audio Controller—D27:F0).......cccccvuenannne. 647
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17.1.2.31 IC— Immed|ate Command Register

(Intel® High Definition Audio Controller—D27:F0) .......ccvvvvvinenns 647
17.1.2.32 IR— Immedlate Response Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvvnnns 648
17.1.2.33 ICS— g@ mmediate Command Status Register

(Intel® High Definition Audio Controller—D27:F0) .......c.cvvvuvnnens 648
17.1.2.34 DPLBASE—DMA Position Lower Base Address Register

(Intel® High Definition Audio Controller—D27:F0) ......ccccevvvuvnnens 648
17.1.2.35 DPUBASE DMA Position Upper Base Address Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvvnnns 649
17.1.2.36 SDCT% Stream Descriptor Control Register

(Intel® High Definition Audio Controller—D27:F0) .......cocevvvuvnnens 649
17.1.2.37 SDSTS—Stream Descriptor Status Register

(Intel® High Definition Audio Controller—D27:F0) ......ccocvvvvvnnens 650
17.1.2.38 SDLPIB— Strea& Descriptor Link Position in Buffer

Register (Intel® High Definition Audio Controller—D27:F0)......... 651
17.1.2.39 SDCBL—Stream Descriptor Cyclic Buffer Length Register

(Intel® High Definition Audio Controller—D27:F0) .......cocvvvvvnnens 651
17.1.2.40 SDLVI Stream Descriptor Last Valid Index Register

(Intel® High Definition Audio Controller—D27:F0) ........ccocvvvvnenns 652
17.1.2.41 SDFIFOW Stream Descriptor FIFO Watermark Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvcvvvvnnns 652
17.1.2.42 ISDFIFOS Input Stream Descriptor FIFO Size Register

(Intel® High Definition Audio Controller—D27:F0) ........ccvvvvvinenns 653
17.1.2.43 SDFMT—Stream Descriptor Format Register

(Intel® High Definition Audio Controller—D27:F0) ......ccocvvvvunnnens 653
17.1.2.44 SdBDPL—Stream Descriptor Buffer Descriptor List

Pomteé Lower Base Address Register

(Intel® High Definition Audio Controller—D27:F0) .........ccevuvvnens 654
17.1.2.45 SdBDPU—Stream Descriptor Buffer Descriptor List

Pomteé Upper Base Address Register

(Intel® High Definition Audio Controller—D27:F0) ......ccocvvvvnnnnens 654
18 SMBus Controller Registers (D31:F3) .......ccooviiiiiiiiiiiiii e 655
18.1 PCI Configuration Registers (SMBUS—D31:F3)....ccciiiiiiiiiiiiiiiiiiiiiinisieesnenneanens 655
18.1.1 VID—Vendor Identification Register (SMBUs—D31:F3) .......cccviviiiiiininnnnns 655
18.1.2 DID—Device Identification Register (SMBus—D31:F3).......ccoiviviiiiiinniinnnens 656
18.1.3 PCICMD—PCI Command Register (SMBUS—D31:F3).....c.ccoviiiiiniiiiiiiieinnnnns 656
18.1.4 PCISTS—PCI Status Register (SMBUS—D31:F3)...cccciiiiiiiiiiiiiiiiiiiieennen 657
18.1.5 RID—Revision Identification Register (SMBus—D31:F3).......c.ccviviviiiininnnnn. 657
18.1.6 PI—Programming Interface Register (SMBUs—D31:F3)......cccovviiiiiiiinnnnnn. 657
18.1.7 SCC—Sub Class Code Register (SMBUS—D31:F3) ....cocvviiiiiiiiiiiiiieieene 658
18.1.8 BCC—Base Class Code Register (SMBUS—D31:F3) ..ccccviiiiiiiiiiiiiiiieiiinnnen 658
18.1.9 SMBMBARO—D31_F3_SMBus Memory Base Address 0
Register (SMBUS—D31:F3) .ottt 658
18.1.10 SMBMBAR1—D31_F3_SMBus Memory Base Address 1
Register (SMBUS—D31:F3) ittt ae e na s 658
18.1.11 SMB_BASE—SMBus Base Address Register
(SMBUS=D31:F3) tiuiitiiiiiiiii ittt e e e e e e e rannanes 659
18.1.12 SVID—Subsystem Vendor Identification Register
(SMBUS—D 3L F2/F ) ettt e 659
18.1.13 SID—Subsystem Identification Register
(SMBUS—D 31 F2/F ) cuiiiiii it et 659
18.1.14 INT_LN—Interrupt Line Register (SMBUS—D31:F3) ......ccvoviviiiiiiiiiiiiiiienne, 659
18.1.15 INT_PN—Interrupt Pin Register (SMBUS—D31:F3) . ...cccvviiinieiinieiinniirnnnnnn 660
18.1.16 HOSTC—Host Configuration Register (SMBus—D31:F3).....c.ccooviivnerinnnnnnnn. 660
18.2 SMBus I/O and Memory Mapped I/O ReGISLErS .....vvviiiiiiiiiiiiiiiiie i seneaneeenaans 661
18.2.1 HST_STS—Host Status Register (SMBuUus—D31:F3) ....ccocovviiiiiiiiiiiiienne, 662
18.2.2 HST_CNT—Host Control Register (SMBUs—D31:F3) ....cccoviviiiiiiiiiiiiiinnne, 663
18.2.3 HST_CMD—Host Command Register (SMBus—D31:F3) ......ccocvvvviiiiiininnnne. 664
18.2.4 XMIT_SLVA—Transmit Slave Address Register
(SMBUS=D31:F3) 1ttt et et r e e e e e e e e 664
18.2.5 HST_DO—Host Data 0 Register (SMBUS—D31:F3)......ccocvviiiiiiiiiiiiieieennnss 664
18.2.6 HST_D1—Host Data 1 Register (SMBUS—D31:F3)....c.ccoiviviiiiiiiiiiiiiennnes 665
18.2.7 Host_BLOCK_dB—Host Block Data Byte Register
(SMBUS=D31:F3) 1ttt e e e 665
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18.2.8 PEC—Packet Error Check (PEC) Register

(SMBUS—D311F3) 1 uvrieeerressnsesiresssineseieeeseeeseieeeseieeeens

18.2.9 RCV_SLVA—Receive Slave Address Register

(SMBUS—=D31:F3) tiitiiiiiiiiieiiii it nese e anenes
18.2.10 SLV_DATA—Receive Slave Data Register (SMBus—D31:F3)
18.2.11 AUX_STS—Auxiliary Status Register (SMBus—D31:F3).....
18.2.12 AUX_CTL—Auxiliary Control Register (SMBus—D31:F3) ....

18.2.13 SMLINK_PIN_CTL—SMLink Pin Control Register

(SMBUS—D3T:F3) c.mveveeeeeieeeeeeeeeeneseeeesenseeneneeeeeeeneneen,

18.2.14 SMBus_PIN_CTL—SMBus Pin Control Register

(SMBUS—D31:F3) tueiuiiiiiiiie i e
18.2.15 SLV_STS—Slave Status Register (SMBus—D31:F3)..........
18.2.16 SLV_CMD—Slave Command Register (SMBus—D31:F3)....

18.2.17 NOTIFY_DADDR—Notify Device Address Register

(SMBUS—D31:F3) cuv.eeeeeresesseneeesseeesesseseeneeeeeeseneen,

18.2.18 NOTIFY_DLOW—Notify Data Low Byte Register

(SMBUS=D31:F3) t.iitiiiiiiiiiiiiiir e e

18.2.19 NOTIFY_DHIGH—NOotify Data High Byte Register

(SMBUS—D31:F3) it
19 PCI Express* Configuration Registers..................ccooiiiiiiiiininn,

19.1 PCI Express* Configuration Registers

(PCI Express*—D28:FO/F1/F2/F3/F4/F5/F6/F7) .c.covvvviviniiiiiiinininns

19.1.1 VID—Vendor Identification Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cccouvnns

19.1.2 DID—Device Identification Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cccvuvnns

19.1.3 PCICMD—PCI Command Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cccvuvnns

19.1.4 PCISTS—PCI Status Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....ccceuvnns

19.1.5 RID—Revision Identification Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cccvuvnns

19.1.6 PI—Programming Interface Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....ccceuvnns

19.1.7 SCC—Sub Class Code Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cccvuvnns

19.1.8 BCC—Base Class Code Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cccouvnns

19.1.9 CLS—Cache Line Size Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cccccuvnus

19.1.10 PLT—Primary Latency Timer Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cccouvuns

19.1.11 HEADTYP—Header Type Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....ccccuvnns

19.1.12 BNUM—Bus Number Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cccvuvnns

19.1.13 SLT—Secondary Latency Timer Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cc.ccuvuus

19.1.14 IOBL—I/0O Base and Limit Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cccccuvnns

19.1.15 SSTS—Secondary Status Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....ccccuvnus

19.1.16 MBL—Memory Base and Limit Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....cc.c.uvuu.

19.1.17 PMBL—Prefetchable Memory Base and Limit Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) .....c..cccuuuus

19.1.18 PMBU32—Prefetchable Memory Base Upper 32 Bits

Register (PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7)....

19.1.19 PMLU32—Prefetchable Memory Limit Upper 32 Bits

Register (PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7)....

19.1.20 CAPP—Capabilities List Pointer Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) ...............

19.1.21 INTR—Interrupt Information Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) ...c..ccc......

19.1.22 BCTRL—Bridge Control Register

(PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) ...c...c.......
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19.1.23
19.1.24
19.1.25
19.1.26
19.1.27
19.1.28
19.1.29
19.1.30
19.1.31
19.1.32
19.1.33
19.1.34
19.1.35
19.1.36
19.1.37
19.1.38
19.1.39
19.1.40
19.1.41
19.1.42
19.1.43
19.1.44
19.1.45
19.1.46
19.1.47
19.1.48
19.1.49
19.1.50
19.1.51
19.1.52
19.1.53
19.1.54
19.1.55

CLIST—Capabilities List Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) uvuiiiiiiiiiiiiiiiiiiiiiieiiinnnen
XCAP—PCI Express* Capabilities Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ovuiiuiiiiiiiiiiiiiiiiiiiiiinnnen
DCAP—Device Capabilities Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ouiiiiiiiiiiiiiiiiiiiiieiinnne
DCTL—Device Control Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) uuuiiriiiiiiiiiiiiiiiiiiiiiinnnen
DSTS—Device Status Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) uviiiiiiiiiiiiiiiiiiiiiiiinnnen
LCAP—Link Capabilities Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) oviiiiiiiiiiiiiiiiiiiii i
LCTL—Link Control Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ouuiiiiiiiiiiiiiiiiiiiiieienaanen
LSTS—Link Status Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ouiiiiiiiiiiiiiiiiiiiiiiiienane
SLCAP—Slot Capabilities Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) uuiiiiiiiiiiiiiiiiiiiiie e
SLCTL—SIlot Control Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ouiiiiiiiiiiiiiiiiiiiiiieiennne
SLSTS—Slot Status Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) uuuiiiiiiiiiiiiiiiiiiiiiieiennanen
RCTL—Root Control Register

(PCI Express*—D28:FO/F1/F2/F3/FA4/F5/F6/F7) ovuiiriiiiiiiiiiiiiiiiiiiieiennnen
RSTS—Root Status Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ovuiiiiiiiiiiiiiiiiiiiiiiienanen
DCAP2—Device Capabilities 2 Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) oviiiiiiiiiiiiiiiiiiiiiieiennanen
DCTL2—Device Control 2 Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ouiiiiiiiiiiiiiiiiiiiiiiiinnane
LCTL2—Link Control 2 Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) uuuiieiiiiiiiiiiiiiiiiiiieiennane
LSTS2—Link Status 2 Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) wouiiiiiiiiiiiiiiiiiiiiieiienanen
MID—Message Signaled Interrupt Identifiers Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) wouiiiiiiiiiiiiiiiiiiiiieienaanen
MC—Message Signaled Interrupt Message Control Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ouuiiiiiiiiiiiiiiiiiiiie e
MA—Message Signaled Interrupt Message Address

Register (PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) ccovciiiiiiiniiiininnnne.
MD—Message Signaled Interrupt Message Data Register

(PCI Express*—D28:FO/F1/F2/F3/F4/F5/F6/F7) .ouuiiiiiiiiiiiiiiiiiiiiieienanen
SVCAP—Subsystem Vendor Capability Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ouuiiiiiiiiiiiiiiiiiiiiieiienane
SVID—Subsystem Vendor Identification Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) oviiiiiiiiiiiiiiiiiiiiiiiienane
PMCAP—Power Management Capability Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) uvuiiriiiiiiiiiiiiiiiiiiiiiienaae
PMC—PCI Power Management Capabilities Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) uviiiiiiiiiiiiiiiiiiiiiienanen
PMCS—PCI Power Management Control and Status

Register (PCI Express*—D28:F0/F1/F2/F3/F4/F5/F6/F7) ccovcviiiiiiiiininnnnn.
MPC2—Miscellaneous Port Configuration Register 2

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) oviieiiiiiiiiiiiiiiiiiiiieaaaen
MPC—Miscellaneous Port Configuration Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ovuiiiiiiiiiiiiiiiiiiiiiiiieaaae
SMSCS—SMI/SCI Status Register

(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ouiieiiiiiiiiiiiiiiiiiiiieiinaae
RPDCGEN—Root Port Dynamic Clock Gating Enable

Register (PCI Express—D28:FO/F1/F2/F3/F4/F5/F6/F7) cccciiiiiiiiiiiiiiiinninens
PECR3—PCI Express* Configuration Register 3

(PCI Express*—D28:FO/F1/F2/F3/F4/F5/F6/F7) .uuuiiiiiiiiiiiiiiiiiiiiiiiienaanen
PECR4—PCI Express* Configuration Register 4

(PCI Express*—D28:FO0/F1/F2/F3/FA/FS)...ccccciiiiiiiiiiiiiiiiiiin,
UES—Uncorrectable Error Status Register

(PCI Express*—D28:FO/F1/F2/F3/F4/F5/F6/F7) wuuuiiiiiiiiiiiiiiiiiiiiiiieiienna
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19.1.56 UEM—Uncorrectable Error Mask Register
(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ciuuiiiiiiiiiiiiiiiiiiiiiiiiannennens 704
19.1.57 UEV—Uncorrectable Error Severity Register
(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ciuuiiiiiiiiiiiiiiiiiiiiiiinnnennens 705
19.1.58 CES—Correctable Error Status Register
(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ciuuiiiiiiiiiiiiiiiiiiiiiiiiaanennens 706
19.1.59 CEM—Correctable Error Mask Register
(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) iuiiiiiiiiiiiiiiiiiiiiiinniennens 706
19.1.60 AECC—Advanced Error Capabilities and Control Register
(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ciuiiiiiiiiiiiiiiiiiiiiiiiinnneinens 707
19.1.61 RES—Root Error Status Register
(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ciuiiiiiiiiiiiiiiiiiiiiiiiiinnneinens 707
19.1.62 PECR2—PCI Express* Configuration Register 2
(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) couiiiiiiiiiiiiiiiiiiiiiiiinaneanens 708
19.1.63 PEETM—PCI Express* Extended Test Mode Register
(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ciuuiiiiiiiniiiiiiiiiiiiiniiinnnennens 708
19.1.64 PEC1—PCI Express* Configuration Register 1
(PCI Express*—D28:FO/F1/F2/F3/FA/F5/F6/F7) ciuuiiiiiiiiiiiiiiiiiiiiiiiiiaaiennens 708
High Precision Event Timer Registers..............ccooiiiiiiiii 709
20.1 Memory Mapped RegiSters .....uiuiiiiiiiiiii s 709
20.1.1 GCAP_ID—General Capabilities and Identification Register ........................ 710
20.1.2 GEN_CONF—General Configuration REGIStEr ... ..cvuviirerieriiierieierierenierenennns 711
20.1.3 GINTR_STA—General Interrupt Status Register .......coeevvvviiiieiirieeinieninnennn. 711
20.1.4 MAIN_CNT—Main Counter Value ReGIStEr. .. ....ocivvriirniiiiiiiereierieienierenennns 712
20.1.5 TIMn_CONF—Timer n Configuration and Capabilities Register .................... 712
20.1.6 TIMn_COMP—Timer n Comparator Value Register ........coovevrvervrieienerennennns 714
20.1.7 TIMERn_PROCMSG_ROUT—Timer n Processor Message
INtErrUPE ROUL REGISTEN 1uuuiivuiiiiiiiitiiieieeitiieri e st iesreeeteret e s et e eanierrneeaes 715
Serial Peripheral INterface (SPI) .......ccooiiiiiiiiiiii e e e 716
21.1 Serial Peripheral Interface Memory Mapped Configuration Registers..............c.cevve. 716
21.1.1 BFPR -BIOS Flash Primary Region Register
(SPI Memory Mapped Configuration Registers) ......cooevieiiiiiiiiiiniiiiinnens 717
21.1.2 HSFS—Hardware Sequencing Flash Status Register
(SPI Memory Mapped Configuration Registers) ......c.ocvieiiiiiiiiiiiiniiiinnnnnns 718
21.1.3 HSFC—Hardware Sequencing Flash Control Register
(SPI Memory Mapped Configuration Registers) ......c.oevieiiiiiiiiiiiniiiiinnnnns 719
21.1.4 FADDR—Flash Address Register
(SPI Memory Mapped Configuration Registers) ......covevveiiiiiiiiiiiiiiiiiennns 719
21.1.5 FDATAO—Flash Data 0 Register
(SPI Memory Mapped Configuration Registers) ......covcvieiiiiiiiiiiniiiinnnens 720
21.1.6 FDATAN—Flash Data [N] Register
(SPI Memory Mapped Configuration Registers) .....c.covevieiiiiiiiiiiiniiiiinnnns 720
21.1.7 FRAP—Flash Regions Access Permissions Register
(SPI Memory Mapped Configuration Registers) ......c.ocvveiiiiiiiiiiiniiiiiennns 721
21.1.8 FREGO—Flash Region 0 (Flash Descriptor) Register
(SPI Memory Mapped Configuration Registers) ......c.ocvveviiiiiiiiiiiniiiiinnnnnns 721
21.1.9 FREG1—Flash Region 1 (BIOS Descriptor) Register
(SPI Memory Mapped Config éatlon Registers) .vvivviviiiiiiiiiiie e 722
21.1.10 FREG2—Flash Region 2 (Intel® ME) Register
(SPI Memory Mapped Configuration Registers) ......c.oevveiiiiiiiiiiniiiiiennns 722
21.1.11 FREG3—Flash Region 3 (GbE) Register
(SPI Memory Mapped Configuration Registers) ......c.ocvvviiiiiiiiiiniiiiinnnnns 722
21.1.12 FREG4—Flash Region 4 (Platform Data) Register
(SPI Memory Mapped Configuration Registers) ......c.oevieiiiiiiiiiiiniiiiinnnens 723
21.1.13 PRO—Protected Range 0 Register
(SPI Memory Mapped Configuration Registers) ......c.oevieiiiiiiiiiiiiiiinnennns 723
21.1.14 PR1—Protected Range 1 Register
(SPI Memory Mapped Configuration Registers) ......cooevieiiiiiiiiiiiiiiiiinnnnns 724
21.1.15 PR2—Protected Range 2 Register
(SPI Memory Mapped Configuration Registers) .......cocvoviiiiieiiiiiiniiiieneenen 724
21.1.16 PR3—Protected Range 3 Register
(SPI Memory Mapped Configuration Registers) .......cocvoviiiiieiniiiiiiiiiiieneenen 725
21.1.17 PR4—Protected Range 4 Register
(SPI Memory Mapped Configuration Registers) .......cocvoviiiiieiniiiiiniiiieneenen 725
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21.1.18 SSFS—Software Sequencing Flash Status Register

(SPI Memory Mapped Configuration Registers)........ccoovviiiiiiiiiiiiiniiennnne, 726
21.1.19 SSFC—Software Sequencing Flash Control Register

(SPI Memory Mapped Configuration Registers).......cccoevviviiiiiiiiiinieiinnnne, 727
21.1.20 PREOP—Prefix Opcode Configuration Register

(SPI Memory Mapped Configuration Registers)........ccoovviviiiiiiiiiiiiiiiinnnne, 728
21.1.21 OPTYPE—Opcode Type Configuration Register

(SPI Memory Mapped Configuration Registers).......cccoevviiiiiiiiiiiiiiinnnnne, 728
21.1.22 OPMENU—Opcode Menu Configuration Register

(SPI Memory Mapped Configuration Registers)........ccoovviiiiiiiiiiiiiiiiinnnnne, 729
21.1.23 BBAR—BIOS Base Address Configuration Register

(SPI Memory Mapped Configuration Registers)........ccoovviviiiiiiiiiiiieinnnnne, 729
21.1.24 FDOC—Flash Descriptor Observability Control Register

(SPI Memory Mapped Configuration Registers)........ccccvvivviiiiiiiiiiiinnnnne, 730
21.1.25 FDOD—Flash Descriptor Observability Data Register

(SPI Memory Mapped Configuration Registers).......ccooviiiiiiiiiiiiiiinnnnne, 730
21.1.26 AFC—Additional Flash Control Register

(SPI Memory Mapped Configuration Registers)........ccoovviiiiiiiiiiiiieinnnnns, 730
21.1.27 LVSCC—Host Lower Vendor Specific Component Capabilities Register

(SPI Memory Mapped Configuration Registers)........ccovviviiiiiiiiiiniieinnnnne, 731
21.1.28 UVSCC—Host Upper Vendor Specific Component Capabilities Register

(SPI Memory Mapped Configuration Registers)........ccoovviviiiiiiiiiiniieiinnnne, 732
21.1.29 PTINX—Flash Parameter Table Index Register..........ccoviiiiiiiiiiiiiiiiennns 733
21.1.30 PTDATA—Flash Parameter Table Data Register.........cccovvviiiiiiiiiiiiiiennns 733
21.1.31 SRDL—Soft Reset Data Lock Register

(SPI Memory Mapped Configuration Registers)........ccooviiiiiiiiiiiiiiiiinnnnne, 733
21.1.32 SRDC—Soft Reset Data Control Register

(SPI Memory Mapped Configuration Registers).......cccooviiiiiiiiiiiiinieiinnnne, 734
21.1.33 SRD—Soft Reset Data Register

(SPI Memory Mapped Configuration Registers)........ccooviiiiiiiiiiiiiiiiinnnnne, 734
Flash DesCriptor RECOIAS ... ..uuiiiiiiii ittt e s 734
L@ = ST =T o o o 734
GDE SPI Flash Program RegiStersS. .. ..oiuiiiiiiiiiii it eraeees 735
21.4.1 GLFPR -Gigabit LAN Flash Primary Region Register

(GbE LAN Memory Mapped Configuration Registers)........ccvveviviiiiiniinnnnnns 736
21.4.2 HSFS—Hardware Sequencing Flash Status Register

(GbE LAN Memory Mapped Configuration Registers).......ccovvviviiiiiniinnnnnns 736
21.4.3 HSFC—Hardware Sequencing Flash Control Register

(GbE LAN Memory Mapped Configuration Registers)........ccovveviiviiiiiiinnnnnns 737
21.4.4 FADDR—Flash Address Register

(GbE LAN Memory Mapped Configuration Registers)........covveviviiiiiininnnnnns 738
21.4.5 FDATAO—Flash Data O Register

(GbE LAN Memory Mapped Configuration Registers)........ccovveviviiiviniinnnnnns 738
21.4.6 FRAP—Flash Regions Access Permissions Register

(GbE LAN Memory Mapped Configuration Registers)........ccvveviviiiviniininnnns 738
21.4.7 FREGO—Flash Region 0 (Flash Descriptor) Register

(GbE LAN Memory Mapped Configuration Registers)........covvvviviiiiiniinnnnnns 739
21.4.8 FREG1—Flash Region 1 (BIOS Descriptor) Register

(GbE LAN Memory Mapped Configuration Registers).......ccovvviviiiiininnnnnnnns 739
21.4.9 FREG2—Flash Region 2 (Intel™ ME) Register

(GbE LAN Memory Mapped Configuration Registers)........ccovviviviiiviiinnnnnnns 739
21.4.10 FREG3—Flash Region 3 (GbE) Register

(GbE LAN Memory Mapped Configuration Registers).......ccovviviiviiiiininnnnnnns 740
21.4.11 PRO—Protected Range O Register

(GbE LAN Memory Mapped Configuration Registers)........covvviviiiiiiinnnnnns 740
21.4.12 PR1—Protected Range 1 Register

(GbE LAN Memory Mapped Configuration Registers)........covveviviiiiininnnnnnns 741
21.4.13 SSFS—Software Sequencing Flash Status Register

(GbE LAN Memory Mapped Configuration Registers)........covvvviviiiiinnnnnnnnnns 741
21.4.14 SSFC—Software Sequencing Flash Control Register

(GbE LAN Memory Mapped Configuration Registers)........cccoeeviviiiiiiininnnns 742
21.4.15 PREOP—Prefix Opcode Configuration Register

(GbE LAN Memory Mapped Configuration Registers).......cccveeviviiiiiiiinnnnns 743
21.4.16 OPTYPE—Opcode Type Configuration Register

(GbE LAN Memory Mapped Configuration Registers)........cccooeviviiiiiiinnnnns 743
21.4.17 OPMENU—Opcode Menu Configuration Register

(GbE LAN Memory Mapped Configuration Registers).......cccveviiviiiiiinnnnnns 744
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22 Thermal Sensor Registers (D31:F6) ..........ccoviiiiiiiiiiiiiii e eaaas 745
22.1 PCI Bus Configuration RegiSterS......ccouiuiiiii it e e aeas 745
22.1.1 VID—Vendor Identification Register ......civiiiiiiiiiiiiiic e 745
22.1.2 DID—Device Identification RegiSter........ccoviiiiiieiiiiii e 746
22.1.3 CMD—Command RegiSter ...ouiiiiiiiiiii i i aeaas 746
22.1.4 STS—Status RegiSter ...ouiieiiiiiii i 746
22.1.5 RID—Revision Identification Register.......c.cciiiiiiiiiiiiii e 747
22.1.6 PI—Programming Interface RegiSter.......c.ocviiiiiiiiiiiiii e 747
22.1.7 SCC—Sub Class Code REGISTer ...iiviiiiiiiiiiii i e aeaas 747
22.1.8 BCC—Base Class Code REGISLEr ......uieieiiiiiiiiii it ee e e 747
22.1.9 CLS—Cache Line Size ReGiSter ...ccviiiiiiiiiiii i e ea s 747
22.1.10 LT—Latency Timer ReGISter....cuuuiiiiiiiiii i e 748
22.1.11 HTYPE—Header Type RegISTer . viiriiiiiii i e aae e 748
22.1.12 TBAR—Thermal Base ReQiSter .......c.ccvuiriiiiiiiiiiii e 748
22.1.13 TBARH—Thermal Base High DWord Register..........ccooviiiiiiiiiiiicinneans 748
22.1.14 SVID—Subsystem Vendor ID Register ......ccocviiiiiiiiiiiiiii e 749
22.1.15 SID—Subsystem ID RegiSter.....cccciiiiiiiiiiiiiiiii e 749
22.1.16 CAP_PTR—Capabilities Pointer Register.........ccoeiuiiiiiiiiiiiiiii e 749
22.1.17 INTLN—INnterrupt Line RegiSter.....cciiiiiiiiiii s rne s rne e nneas 749
22.1.18 INTPN—Interrupt Pin ReGISter .......iciiriiiiiiiiiii e 750
22.1.19 TBARB—BIOS Assigned Thermal Base Address Register .........ccoovviiviniinnnnn 750
22.1.20 TBARBH—BIOS Assigned Thermal Base High
DXV o o Y 2T 1= (=] PP 750
22.1.21 PID—PCI Power Management Capability ID Register.........ccceveiuiiiiiiinininns 750
22.1.22 PC—Power Management Capabilities Register.........c.cooviiiiiiiiiiiiii i, 751
22.1.23 PCS—Power Management Control And Status Register...........cocoeviiieinininnns 751
22.2 Thermal Memory Mapped Configuration Registers
(Thermal SENSOr — D31:1F26) .. .iuieiiiie it e et e e e e eeeaeaas 752
22.2.1 TEMP—Temperature RegiSter ....ccoiiiiiiii i e e e a e 752
22.2.2 TSC—Thermal Sensor Control Register ........cccoiiiiiiiiiiii e 753
22.2.3 TSS—Thermal Sensor Status RegiSter .....ccoiiiiiiiiiiiiii i 753
22.2.4 TSEL—Thermal Sensor Enable and Lock Register ............cocviiiiiiiiiininnnnns 753
22.2.5 TSREL—Thermal Sensor Reporting Enable and Lock Register..................... 754
22.2.6 TSMIC—Thermal Sensor SMI Control Register .........coovviieiiiiiiiiiiiiiieieeanes 754
22.2.7 CTT—Catastrophic Trip Point Register......ccoviiiiiiiiiiiiiiiiii e 754
22.2.8 TAHV—Thermal Alert High Value Register ..........ccooiiiiiiiiiiiiiiieeeens 754
22.2.9 TALV—Thermal Alert Low Value Register.....ccoiviiiiiiiiiiiiiiii e 755
22.2.10 TL—Throttle Levels ReGISter......cuiuiiiiie it ee e 755
22.2.11 PHL—PCH Hot Level ReGISter....c.icviiiiiiiiiiiiiii s e e eees 756
22.2.12 PHLC—PHL Control REGISLEr .....ceiiiiieieie it e e 756
22.2.13 TAS—Thermal Alert Status Register .....cccoiiiiiiiiiii e 756
22.2.14 TSPIEN—PCI Interrupt Event Enables Register...........cccovviiiiiiiiiiiiiinnennnn 756
22.2.15 TSGPEN—General Purpose Event Enables Register ..........cocvvvviininniinininnns 757
23 Intel® Management Engine (Intel® ME) Subsystem Registers (D22:F[3:0])........... 758
23.1 First I(gt Management Engine Interface (Intel® MEI) Configuration Registers
(INEEI™ MEI 1—D22:F0) c.euuiuiuieiniieinanatac e ssssaeraansaeanrasaaeansasnsaeaeaasnsaeansnansnnanns 758
23.1.1 PCI Conﬁguratlon Registers (Intel® MEL 1—D22:F0).ccviiiiiiiiiiiiieieeeieeees 758
23.1.1 VID—%éendor Identification Register
(INtel™ MEL 1—D22:F0) . .ciuiitiieiiiie ettt eseenesernenans 759
23.1.1.2 DID— (gevice Identification Register
(INtel™ MEL 1—D22:F0)..ciiieiieiiiiie et reneenese e saenesernenans 759
23.1.1.3 PCICMD—PCI Command Register
(Intel™ MEL 1—D22:F0)..ciiiiiitiiiiieiieniiieie e reseenesernenans 759
23.1.1.4 PCISTS—PCI Status Register
(INtel™ MEL 1—D22:F0) . ettt et e saenesernenans 760
23.1.1.5 RID—(%evision Identification Register
(Intel MET 1—D22:F0) . ettt aesraaenes e rneess 760
23.1.1.6 éass Code Register
(Intel MET 1—D22:F0)...ciiiiiiieiiiiiiin it eieeeene e sraesnesaeeneess 760
23.1.1.7 HTYPF® Header Type Register
(Intel™ MEL 1—D22:F0)..ciiiuiitiieiieientiieie e seseeneserenans 761
23.1.1.8 MEIO_MBAR—Intel MEI 1 MMIO Base Address
(INtel™ MEL 1—D22:F0) . ciuiitiitiiiieiienniie et seseenesnesnenans 761
23.1.1.9 SVID— Subsystem Vendor ID Register
(INtEl® MET 1—D22:F0)uuuuuuieiieeeeeeeeeeieeieeeeeeririee e e e e e e e e eeeenaes 761
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23.1.2

23.1.1.10 SID—%ubsystem ID Register

(INtel®™ MEIL 1—D22:F0) tiitiiiiiiiieiiiiiie e senaeneneeenaans
23.1.1.11 CAPP— Capab|I|t|es List Pointer Register

(INtEl® MET 1—D22:F0) cevvvvvvrriinrieiiieeeeeeeeiieeseesersisinaeeeeeeens
23.1.1.12 INTR— Interrupt Information Register

(INtEl® MET 1—D22:F0) cevvvvrrrrieinieiiiiieeeeeeiieeseessressineee s
23.1.1.13 HFS— (glost Firmware Status Register

(Intel® MEI 1—822:F0) .......................................................
23.1.1.14 ME_| UMA Intel® Management Engine UMA Register

(INEEI® MET 1—D22:F0) ..evvvvrrririnriiiiieeieeieiissssessrsssisnnseeenns
23.1.1.15 GMES—General Intel® ME Status Register

(INtEl® MET 1—D22:F0) cevvvvrrrrrreiiiereeeeeeeeeeiieeriessrsisineineeeeeas
23.1.1.16 H GS Host General Status Register

(INtel® MET 1—D22:F0) tevvvvvrreerniieeiiieeeeeeeieeeeeesersisisienseeeens
23.1.1.17 PID— PCI Power Management Capability ID Register

(INtEl® MET 1—D22:F0) tevvvvrvrrrrnnnniiiieeeeeiesrssseeseressisnenseeeens
23.1.1.18 Power Management Capabilities Register

23.1.1.19 PMCS—PCI Po%er Management Control and Status
Register (Intel
23.1.1.20 GMES2—General Intel® ME Status Register 2

(Intel®™ MEI 1—D22:F0) ..coviviniiiniiiiiiniiininiiisis s

23.1.1.21 GMES3—General Intel® ME Status Register 3

(Intel®™ MEI 1—D22:F0) ..covovniriiiiiiiiiiniiininniiisne s

23.1.1.22 GMES4 General Intel™ ME Status Register 4

(INtel® MET 1—D22:F0) .uvveveeeeiiiirieeeeeeiiivireeeeeeaeisiineeeeeeeenanns

23.1.1.23 GMES5—General Intel™ ME Status Register 5

(INEEI® MET 1D22:F0) c.oveeoveeeseeeessereaseiseeeeeeseeeeeeneeseieeeees

23.1.1.24 H_GS2—Host General Status Register 2

(TNEEI® MET 1—D22:F0) cuvvveevrieserreseeeeeseeeseeeeeseeeeeieeeseieeeees

23.1.1.25 H_GS3—Host General Status Register 3

(TNEEI® MET 1—D22:F0) c.vvvverevrierresemeeeseeeeeeeeeseeeeeereeseieeeens

23.1.1.26 I(VIID I(glessage Signaled Interrupt Identifiers Register
Inte

23.1.1.27 I\éessage Signaled Interrupt Message Control Register
(Intel

1= e 0 A )

23.1.1.28 I‘éessage Signaled Interrupt Message Address Register
(Intel

MEL 1—D22:F0) .uiviviiiiiiiiiiiiiiiisiiis e

23.1.1.29 MUA— Message Signaled Interrupt Upper Address Register

(INEEI® MET T—D22:F0) .evvveeveresemenseeeeseieseineseieiseesseseieeeees

23.1.1.30 MD— Message Signaled Interrupt Message Data Register

(INEEI® MET 1—D22:F0) c.vvveerreeeeuesseiseesereeseeeeeseseneeneeseieesees

23.1.1.31 HIDM MEI Interrupt Delivery Mode Register

(Intel® MEI L=D221F0) covioiiiiiiiici s

23.1.1.32 HERES—Intel® MEI Extend Register Status

(INEEI® MET 1—D22:F0) c..vvveivereeseessessseeeeeeeeseeeeeieeeseieeeees

23.1.1.33 HERX=Intel® MEI Extend Register DWX

(INEEI® MET 1—D22:F0) tevvvueeeeeereeeeeeeeesreseeesseereesseeseennnns
MEIO_MBAR—Intel™ MEI 1 MMIO RegiSters......ccocvvuiiiiiiiiiiiieiiineiinienans

23.1.2.1 H_CB WW Host Circular Buffer Write Window Register

(Intel® MEI 1 MMIO REGISEEI) ..uvveieeeeeeeeeeeeeeeeieimvessiieeeeeeeenns

23.1.2.2 H CSR Host Control Status Register

(Intel® MEI 1 MMIO REGISEEI) .uvveiieeeeeeeeeieeeeeeeeveviitee e e

23.1.2.3 ME_CB_RW-—Intel® ME Circular Buffer Read Window Register

(Intel® MEI 1 MMIO Register) ..o

23.1.2.4 ME_CSR_HA—Intel® ME Control Status Host Access Register

(Intel® MEI 1 MMIO REGISLEI) ..vuiirieiinieiinieeiieeeieeeieesneesnnenns

23.2 Second Intel® Management Engine Interface

Datasheet

(Intel
(Intel®
23.2.1

MEI 2) Configuration Registers

MEI 2—D22:F1) cviiviiiiiiiiiiiinnnn, L PO T PRI PP PP TPLPTPPTOY
PCI Configuration Registers (Intel™ MEI 2—D22:F2) ..ciccviiiiiiiiiiiiiininnns

23.2.1.1 VID—gendor Identification Register
(Intel

23.2.1.2 DID gevice Identification Register
(Intel

23.2.1.3 PCIC D—PCI Command Register

(INEEI® MET 2—D22:F1) cvvvveseeeeeeeeeeeeeeeeeeee e e e e e e e e s eee e,

I
(IntelCg MEL 1—D22:F0) vvvetmereeereeeesseeessesneseeeesereeseeeennes
MEL 1D22:F0) ..oiooisiiiii

MEI 1—D22:F0) .uvviviiiniiiiiiiiiiiiiiiis e

MEI 2—D22:F1) ciiiiiiiiiin e
MEI 2—D22:F1) cioiiiiiiiin e

.. 770

770
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23.2.2

23.2.1.4 PCISTS—PCI Status Register

(INtel™ MEL 2—D22:F 1) .ttt eents e e e aesaenenaans 772
23.2.1.5 RID— ReV|5|on Identification Register

(Intel MEI 2—D22:F 1) ittt aa e eneaas 772
23.2.1.6 éass Code Register

(Intel MEI 2—D22:F1) ittt aa e eneeas 772
23.2.1.7 HTYP% Header Type Register

(INtel™ MEL 2—D22:F 1) ..ttt se e nesneeenaans 772
23.2.1.8 MEI1 MBAR Intel MEI 2 MMIO Base Address

(INEET® MET 2—D22:F1)uuuuunieieeieeeeeeeeieeeeieeeessii e e e e e e e e e eeeeenaes 773
23.2.1.9 SVID— Subsystem Vendor ID Register

(INEEI® MET 2—D22:F1)uuuuuieiieieeeeeeeeeeeieeeeieari e e e e e e e e e eenaes 773
23.2.1.10 SID—gubsystem ID Register

(INtel™ MEL 2—D22:F 1) ittt iieniii et sesaeneaneeeaaans 773
23.2.1.11 CAPP— Capab|I|t|es List Pointer Register

(INEEI® MET 2—D22:F1)uuuuuieiiiiieseeieeeieieeeeieariiee e e e e e e e e eeeenaes 773
23.2.1.12 INTR— Interrupt Information Register

(INEEI® MET 2—D22:F1)uuuuiniiiieseeeeeieeeeeieeeeieeii e e e e e e e e e e eenaes 774
23.2.1.13 HFS— (g|ost Firmware Status Register

(INtel™ MEL 2—D22:F 1) .tiiiiiitiiiiie it ientsaeene e saenesnerennans 774
23.2.1.14 GMES_General Intel® ME Status Register

(INEEI® MET 2—D22:F1)uuuuueiieieeeeeieeeieeeeeeieeiie e e e e e e e e e e eenaes 774
23.2.1.15 H GS Host General Status Register

(INEEl® MET 2—D22:F1)uuuuuiiiiseeeeeeeeieeeieieeiieit e e e e e e e e e eanaes 774
23.2.1.16 PID— PCI Power Management Capability ID Register

(Intel MEI 2—D22:F 1) iiiiiiiiiiiii i rnae e e rnenas 774
23.2.1.17 %I Power Management Capabilities Register

(Intel MEIL 2—D22:F 1) ittt i aas e eneeas 775
23.2.1.18 PMCS—PCI Power Management Control and Status

Register (Intel® MEI 2 D22:F1) i 775
23.2.1.19 GMES2—General Intel® ME Status Register 2

(INtel™ MEL 2—D22:F L) . .iiiiiiiiiiiiii et senae s e nenaans 776
23.2.1.20 GMES3—General Intel® ME Status Register 3

(INtel™ MEL 2—D22:F L) .iiiiiiiiiiiiieiieniii e eenie e e seenesneeenaans 776
23.2.1.21 GMES4 General Intel® ME Status Register 4

(INEEI® MET 2—D22:FL)uuuuuniiieieeeeeieseieieeieiisiiiee e e e e e e e e eeeanaes 776
23.2.1.22 GMES5—General Intel® ME Status Register 5

(INtel™ MEL 2—D22:F 1) ittt st eraenene e enaans 776
23.2.1.23 H_GS(% Host General Status Register 2

(INtel™ MEL 2—D22:F 1) ittt et re e aase e eaaans 776
23.2.1.24 H_GS% Host General Status Register 3

(INtel™ MEL 2—=D22:F 1) .ttt iienisaiie st e saenesneeenaans 777
23.2.1.25 MID— (glessage Signaled Interrupt Identifiers Register

(Intel MEI 2—D22:F1) ittt renae e e eneaas 777
23.2.1.26 I\é)essage Signaled Interrupt Message Control Register

(Intel MEI 2—D22:F1) ittt e ans e eneaas 777
23.2.1.27 I\éessage Signaled Interrupt Message Address Register

(Intel MET 2—D22:F1) ittt enaeaas e rneeas 777
23.2.1.28 MUA— Message Signaled Interrupt Upper Address Register

(INEEI® MET 2—D22:F1)uuuuuiiiieieeeieieeieeieeeiiitiieeesseeeeeeeeeeanaes 778
23.2.1.29 MD— Message Signaled Interrupt Message Data Register

(INEEI® MET 2—D22:F1)uuuuueiieiiieieieeiiseeiiiieairiiieseeeeeseeaeeeenanns 778
23.2.1.30 HIDM Intel®™ MEI Interrupt Delivery Mode Register

(Intel® MEI 2 D22:iF 1) i 778
23.2.1.31 HERES—Intel® MEI Extend Register Status

(INtel™ MEL 2—D22:F 1) ittt e e aeseeenaans 778
23.2.1.32 HERX Intel® MEI Extend Register DWX

(INEEI® MET 2—D22:F1)uuuuiiseeeeieeeeieieeeieieeeeeie e e e e e e e eenaes 779
MEI1_MBAR—INtel®™ MEI 2 MMIO REQISterS ....ccevviiiiiiiiiiiiiiiiiieiieianieeenaans 779
23.2.2.1 H_CB WW Host Circular Buffer Write Window

(Intel® MEI 2 MMIO REGISEEI) ....cevvvvvevvevvrrrririieesieeeeeeeeeeseeaennns 779
23.2.2.2 H CSR Host Control Status Register

(INtel® MEI 2 MMIQ REGISEET) +unuveeeveeereeeeereeesieeseesesssnsseeseeenns 780
23.2.2.3 ME_CB_RW—Intel® ME Circular Buffer Read Window Register

(Intel® MEI 2 MMIO Register) .oovviiiiiiii 780
23.2.2.4 ME_CSR_HA—Intel® ME Control Status Host Access Register

(Intel® MEI 2 MMIO REGISLEI) vvvurrrrerrrerriieerieeetneetneseniersneees 781
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23.3 IDE Redirect IDER Registers (IDER—D22:F2) .....cicoiiiiiiiiiiiiiiiie e seneeneeenaenens 782
23.3.1 PCI Conﬂguratlon Registers (IDER—D22:F2) . ..ccciiiiiiiiiiiiiiiiiiiiiie e 782
23.3.1.1 VID—Vendor Identification Register (IDER—D22:F2).................. 782
23.3.1.2 DID—Device Identification Register (IDER—D22:F2)............. ...t 783
23.3.1.3 PCICMD—PCI Command Register (IDER—D22:F2)...........ccvvvuenns 783
23.3.1.4 PCISTS—PCI Device Status Register (IDER—D22:F2)................. 783
23.3.1.5 RID—Revision Identification Register (IDER—D22:F2)................ 783
23.3.1.6 CC—Class Codes Register (IDER—D22:F2) ....cccoviviiiiiiiniieininnnne, 784
23.3.1.7 CLS—Cache Line Size Register (IDER—D22:F2).......ccccvvvvniininnnns 784
23.3.1.8 PCMdBA—Primary Command Block IO Bar
Register (IDER—D22:F2) ...ciiieiiiiiiiiii i naeaes 784
23.3.1.9 PCTLBA—Primary Control Block Base Address
Register (IDER—D22:F2) ...ciuiiiiiiiiiiiiii i naeaeas 784
23.3.1.10 SCMdBA—Secondary Command Block Base Address
Register (IDER—D22:F2) ...ciiiiiiiiiiiii i ae 785
23.3.1.11 SCTLBA—Secondary Control Block base Address
Register (IDER—D22:F2) ...ciuiiiiiiiiiiiii e naeaes 785
23.3.1.12 LBAR—Legacy Bus Master Base Address Register
(IDER—D22:F2) ettt et e e v e ese e eneenenens 785
23.3.1.13 SVID—Subsystem Vendor ID Register (IDER—D22:F2) .............. 785
23.3.1.14 SID—Subsystem ID Register (IDER—D22:F2) ....cocvviiiiiiiiinnnnnns 786
23.3.1.15 CAPP—Capabilities List Pointer Register
QD DA o 786
23.3.1.16 INTR—Interrupt Information Register
(IDER—D22:F2) ettt ieeeeea e e et e e e r e e ee e e neenenens 786
23.3.1.17 PID—PCI Power Management Capability ID Register
(IDER—D22:F2) ittt ieieaeaeae e e e et re e r e eneeeneneeenens 786
23.3.1.18 PC—PCI Power Management Capabilities Register
(IDER—D22:F2) ettt aeeaee et s s e e n e eee e neneeenens 787
23.3.1.19 PMCS—PCI Power Management Control and Status
Register (IDER—D22:F2) ...ciuiiiiiiiiiiiieei i enaeae 787
23.3.1.20 MID—Message Signaled Interrupt Capability ID
Register (IDER—D22:F2) ...ciiiiiiiiiiiii i naeaes 788
23.3.1.21 MC—Message Signaled Interrupt Message Control
Register (IDER—D22:F2) ...ciiiiiiiiiiiii i aaeaes 788
23.3.1.22 MA—Message Signaled Interrupt Message Address
Register (IDER—D22:F2) ...ciuiiiiiiiiiiii it naeaes 788
23.3.1.23 MAU—Message Signaled Interrupt Message Upper
Address Register (IDER—D22:F2) ....ccciiiiiiiiiiiiiiiiiiiie s 788
23.3.1.24 MD—Message Signaled Interrupt Message Data
Register (IDER—D22:F2) ...oiuiiiiiiiiiiii et e ae 789
23.3.2 IDER BAROD REGISTEIS ..uuiuiitiiiiiiiiitiiie s et ra s iss e sa s s s s e s asenees 789
23.3.2.1 IDEDATA—IDE Data Register (IDER—D22:F2)....c.cccovviiinininenennne. 790
23.3.2.2 IDEERD1—IDE Error Register DEV1
(IDER—D22:F2) ettt e et e e e e e eee e a e neeaenens 790
23.3.2.3 IDEERDO—IDE Error Register DEVO
(IDER—D22:F2) ettt e e e e e e e e e e aeneenenens 790
23.3.2.4 IDEFR—IDE Features Register
(IDER—D22:F2) ettt iaaeae e eeeeae e e e e e e e s eee e neneenenens 791
23.3.2.5 IDESCIR—IDE Sector Count In Register
(IDER—D22:F2) .ttt et eeeaee e et e e e e ee e neneenenens 791
23.3.2.6 IDESCOR1—IDE Sector Count Out Register Device 1
Register (IDER—D22:F2) ...ciuiiiiiiiiiiiiii e naeaes 791
23.3.2.7 IDESCORO—IDE Sector Count Out Register Device
0 Register (IDER—D22:F2)....iiuiiiiiiiiieiiiiieiree e 792
23.3.2.8 IDESNORO—IDE Sector Number Out Register
Device 0 Register (IDER—D22:F2) ...ccoviviiiiiiiiiiiiiiiiiieieneeaens 792
23.3.2.9 IDESNOR1—IDE Sector Number Out Register
Device 1 Register (IDER—D22:F2) ...cciviiiiiiiiiiiiiiiiiiniieiienaenens 792
23.3.2.10 IDESNIR—IDE Sector Number In Register (IDER—D22:F2)......... 793
23.3.2.11 IDECLIR—IDE Cylinder Low In Register (IDER—D22:F2)............. 793
23.3.2.12 IDCLOR1—IDE Cylinder Low Out Register Device 1
Register (IDER—D22:F2) ..ciiviiiiiiiiiiiiiiiiiiiiin s 793
23.3.2.13 IDCLORO—IDE Cylinder Low Out Register Device 0
Register (IDER—D22:F2) ...cvviiiiiiiiiiiiiiiiiiii e 794
23.3.2.14 IDCHORO—IDE Cylinder High Out Register Device 0
Register (IDER—D22:F2) .oiiiiiiiiiiiiiiiiiiiiin s 794
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23.3.2.15 IDCHOR1—IDE Cylinder High Out Register Device 1

Register (IDER—D22:F2) . .ciuiitiiiiiitiiiieiienenieiieneeaesnesneneaneenenes 794
23.3.2.16 IDECHIR—IDE Cylinder High In Register
(IDER—=D22:F2) triitiiiiiiiiiii ittt aaea e anens 795
23.3.2.17 IDEDHIR—IDE Drive/Head In Register
(IDER—=D22:F2) sttt it e e e s e e aa e anens 795
23.3.2.18 IDDHOR1—IDE Drive Head Out Register Device 1
Register (IDER—D22:F2) ...iiiiiiiiiiiiiiiiieiieieiirie e snenaeneaneeaees 796
23.3.2.19 IDDHORO—IDE Drive Head Out Register Device 0
Register (IDER—D22:F2) ...ciiitiiiiiiiiiiieieeinieieenesneseneaneenees 796
23.3.2.20 IDESDOR—IDE Status Device 0 Register
(IDER—=D22:F2) tuiitiieiiiiii it e s ea e anens 796
23.3.2.21 IDESD1R—IDE Status Device 1 Register
(IDER—D22:F2) tuititiiiii it et e e e s e s e e naa e anens 797
23.3.2.22 IDECR—IDE Command Register (IDER—D22:F2) .......c.cevvvnennnnnn. 798
23.3.3 IDER BARL REGISTEIS .uutiriitiitiiiii ittt e eateeraente e aerneaaennaenes 798
23.3.3.1 IDDCR—IDE Device Control Register (IDER—D22:F2)................. 798
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23.3.4 IDER BAR4 REQGISTEIS ... uiiuiiiiiiiiiii i et eraeeas 799
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Register (IDER—D22:F2) ...t e e e e 800
23.3.4.2 IDEPBMDSOR—IDE Primary Bus Master Device
Specific 0 Register (IDER—D22:F2).....c.ccoiviiiiiiiiiiiiiiineeeee 800
23.3.4.3 IDEPBMSR—IDE Primary Bus Master Status
Register (IDER—D22:F2) ...ttt e e e 800
23.3.4.4 IDEPBMDS1R—IDE Primary Bus Master Device
Specific 1 Register (IDER—D22:F2).....c.cccoviiiiiiiiiiiiiiieeeee 801
23.3.4.5 IDEPBMDTPRO—IDE Primary Bus Master Descriptor
Table Pointer Byte 0 Register (IDER—D22:F2)......cccvvvvvininnnnnnnn. 801
23.3.4.6 IDEPBMDTPR1—IDE Primary Bus Master Descriptor
Table Pointer Byte 1 Register (IDER—D22:F2)......cccvvvvviiinnnnnnne. 801
23.3.4.7 IDEPBMDTPR2—IDE Primary Bus Master Descriptor
Table Pointer Byte 2 Register (IDER—D22:F2).......ccvvvvvininnnnnnns. 801
23.3.4.8 IDEPBMDTPR3—IDE Primary Bus Master Descriptor
Table Pointer Byte 3 Register (IDER—D22:F2).....ccccvvvvvininnnnnnns. 801
23.3.4.9 IDESBMCR—IDE Secondary Bus Master Command
Register (IDER—D22:F2) ...ttt re e e 802
23.3.4.10 IDESBMDSOR—IDE Secondary Bus Master Device
Specific 0 Register (IDER—D22:F2).....c.ccovviiiiiiiiiiiiiiiieeeeeee 802
23.3.4.11 IDESBMSR—IDE Secondary Bus Master Status
Register (IDER—D22:F2) ...ciuiiiiiiiiiiiii it e e 802
23.3.4.12 IDESBMDS1R—IDE Secondary Bus Master Device
Specific 1 Register (IDER—D22:F2).....c.ccooviiiiiiiiiiiiiiiieeeeee 803
23.3.4.13 IDESBMDTPRO—IDE Secondary Bus Master Descriptor
Table Pointer Byte 0 Register (IDER—D22:F2).......ccoevvvinvnnnnnnne. 803
23.3.4.14 IDESBMDTPR1—IDE Secondary Bus Master Descriptor
Table Pointer Byte 1 Register (IDER—D22:F2).......ccoovviviniinnnnnnn. 803
23.3.4.15 IDESBMDTPR2—IDE Secondary Bus Master Descriptor
Table Pointer Byte 2 Register (IDER—D22:F2).......ccovvvivinvnnnnnnnn. 803
23.3.4.16 IDESBMDTPR3—IDE Secondary Bus Master Descriptor
Table Pointer Byte 3 Register (IDER—D22:F2).....ccccvvvvviniinnnnnnn. 804
23.4 Serial Port for Remote Keyboard and Text (KT)
RedireCtion (KT—D22:F3) ...ttt st e e e s e s e e aeeeaes 804
23.4.1 PCI Configuration Registers (KT—D22:F3)...cciiiiiiiiiiiiiiiiiiiiiniiiiieienenenes 804
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Number Description Revision Date
001 e Initial Release. May 2014

e Added Mobile Intel HM97 Express Chipset
002 e Added mobile features throughout June 2015
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Platform Controller Hub Features

Direct Media Interface
— Up to 20 Gb/s each direction, full duplex.

— Transparent to software

Flexible 10

— A new architecture that allows some high
speed IO signals to be configured as SATA
or USB 3.0 or PCIe

PCI Express*

— Up to eight PCI Express root ports

— Supports PCI Express Rev 2.0 running at up
to 5.0 GT/s

— Ports 1-4 and 5-8 can independently be
configured to support multiple port
configurations

— Module based Hot-Plug supported (that is,
ExpressCard*)

— Latency Tolerance Reporting

Integrated Serial ATA Host Controller

— Up to six SATA ports

— Data transfer rates supported: 6.0 Gb/s,
3.0 Gb/s, and 1.5 Gb/s on all ports

— Integrated AHCI controller

External SATA support on all ports

— 3.0 Gb/s and 1.5 Gb/s support

— Port Disable Capability

Intel® Rapid Storage Technology (Intel® RST)

— Configures the PCH SATA controller as a
RAID controller supporting RAID 0/1/5/10

Intel® Smart Response Technology

Intel® High Definition Audio Interface
— PCI Express endpoint

— Independent Bus Master logic for eight
general purpose streams: four input and
four output

— Support four external Codecs

— Supports variable length stream slots

— Supports multichannel, 32-bit sample
depth, 192 kHz sample rate output

— Provides mic array support

— Allows for non-48 kHz sampling output

— Support for ACPI Device States

— Low Voltage

Platform Environmental Control Interface
(PECI)

Datasheet

usB

— xHCI Host Controller, supports up to 6
SuperSpeed USB 3.0 connections and 14
USB 2.0 connections

— More flexibility in pairing USB 3.0 and USB
2.0 signals to the same connector

— Two EHCI Host Controllers, supporting up
to fourteen external USB 2.0 ports

— Support for dynamic power gating and
Intel® Power Management Framework
(PMF)

— Per-Port-Disable Capability

— Includes up to two USB 2.0 High-speed
Debug Ports

— Supports wake-up from sleeping states S1-
sS4

Integrated Gigabit LAN Controller

— Connection utilizes PCI Express pins

— Integrated ASF Management Controller

— Network security with System Defense

— Supports IEEE 802.3

—10/100/1000 Mbps Ethernet Support

— Jumbo Frame Support

Intel® Active Management Technology with

System Defense

— Network Outbreak Containment Heuristics

Intel® 10 Virtualization (Intel® VT-d) Support

Intel® Trusted Execution Technology (Intel®

TXT) Support

Intel® Anti-Theft Technology (Intel® AT)

Power Management Logic
— Supports ACPI 4.0a

— ACPI-defined power states (processor
driven C states)

— ACPI Power Management Timer

— SMI# generation

— All registers readable/restorable for proper
resume from 0 V core well suspend states

— Support for APM-based legacy power
management for non-ACPI
implementations

Integrated Clock Controller

— Full featured platform clocking without
need for a discrete clock chip

— 8 PCIe* 2.0 specification compliant clocks,
4 PCle 3.0 specification compliant clocks,
five 33 MHz PCI clocks, four Flex Clocks
that can be configured for various
frequencies, and two 135 MHz clocks for
DisplayPort*.
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Note:

External Glue Integration
— Integrated Pull-down and Series resistors

on USB

Enhanced DMA Controller

— Two cascaded 8237 DMA controllers

— Supports LPC DMA

SMBus

— Interface speeds of up to 100 kbps

— Supports SMBus 2.0 Specification

— Host interface allows processor to
communicate using SMBus

— Slave interface allows an internal or
external microcontroller to access system
resources

— Supports most two-wire components that
are also I2C compatible

SMLink

— Provides independent manageability bus
through SMLinkO and SMLink1

— SMLinkO dedicated to LAN PHY and NFC,
operating up to 1 MHz

— SMLink1 dedicated to EC or BMC, operating
up to 100 kHz

High Precision Event Timers

— Advanced operating system interrupt
scheduling

Timers Based on 8254

— System timer, Refresh request, Speaker
tone output

Real-Time Clock

— 256 byte battery-backed CMOS RAM

— Integrated oscillator components

— Lower Power DC/DC Converter
implementation

System TCO Reduction Circuits

— Timers to generate SMI# and Reset upon
detection of system hang

— Timers to detect improper processor reset

— Supports ability to disable external devices

JTAG

— Boundary Scan for testing during board
manufacturing

Not all features are available on all PCH SKUs.

88§

Serial Peripheral Interface (SPI)
— Supports up to two SPI devices

— Supports 20 MHz, 33 MHz, and 50 MHz SPI
devices

— Supports Quad IO Fast Read, Quad Output
Fast Read, Dual IO Fast Read

— Support for TPM over SPI with the addition
of SPI_CS2+# chip select pin

— Supports Serial Flash Discoverable
Parameter (SFDP)

— Support up to two different erase
granularities

Firmware Hub I/F supports BIOS Memory size

up to 8 MB

Low Pin Count (LPC) I/F

— Supports two Master/DMA devices.

— Support for Security Device (Trusted
Platform Module) connected to LPC

Interrupt Controller

— Supports up to eight legacy interrupt pins

— Supports PCI 2.3 Message Signaled
Interrupts

— Two cascaded 8259 with 15 interrupts

— Integrated IO APIC capability with 24
interrupts

— Supports Processor System Bus interrupt
delivery

1.05 V operation with tolerance up to 3.3 V IO

1.05 V Core Voltage

In_tlegrated Voltage Regulators for select power

rails

GPIO

— Open-Drain, Inversion

— GPIO lock down

Intel® Flexible Display Interface

Display

— Analog Display (VGA) Interface

— Side band signals AUX CH, DDC and HPD

— Backlight Control and Panel Power
sequencing signals

Package

— 23 mm x 22 mm FCBGA (Desktop Only)

— 20 mm x 20 mm FCBGA (Mobile Only)

NEW:(%nteI® Rapid Storage Technology

(Intel™ RST) for PCle Storage
— Supports Intel RST for PCle Storage with

PCIe SSD
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Introduction

1

Introduction

1.1

Note:

Note:

Note:

Table 1-1.

About This Manual

This document is intended for Original Equipment Manufacturers and BIOS vendors
creating products based on the Intel® 9 Series Chipset Family Platform Controller Hub
(PCH) (See Section 1.3 for SKU definitions and supported features).

Throughout this document, Platform Controller Hub (PCH) is used as a general term
and refers to all Intel® 9 Series Chipset Family PCH SKUs, unless specifically noted
otherwise.

Throughout this document, the terms “Desktop” and “"Desktop Only” refer to
information that is applicable only to Desktop PCH, unless specifically noted otherwise.

Throughout this document, the terms “Mobile” and “Mobile Only” refer to information
that is applicable only to the Mobile PCH, unless specifically noted otherwise.

This manual assumes a working knowledge of the vocabulary and principles of PCI
Express*, USB, AHCI, SATA, Intel® High Definition Audio (Intel® HD Audio), SMBus,
ACPI and Low Pin Count (LPC). Although some details of these features are described
within this manual, refer to the individual industry specifications listed in Table 1-1 for
the complete details.

All PCI buses, devices, and functions in this manual are abbreviated using the following
nomenclature; Bus:Device:Function. This manual abbreviates buses as Bn, devices as
Dn and functions as Fn. For example Device 31 Function 0 is abbreviated as D31:F0,
Bus 1 Device 8 Function 0 is abbreviated as B1:D8:F0. Generally, the bus number will
not be used, and can be considered to be Bus 0.

Industry Specifications (Sheet 1 of 2)

Specification Location

PCI Express* Base Specification, Revision 2.0

http://www.pcisig.com/specifications

Low Pin Count Interface Specification, Revision 1.1 (LPC)

http://developer.intel.com/design/chipsets/industry/
Ipc.htm

System Management Bus Specification, Version 2.0 (SMBus)

http://www.smbus.org/specs/

PCI Local Bus Specification, Revision 2.3 (PCI)

http://www.pcisig.com/specifications

PCI Power Management Specification, Revision 1.2

http://www.pcisig.com/specifications

Universal Serial Bus Specification (USB), Revision 2.0

http://www.usb.org/developers/docs

Universal Serial Bus Specification (USB), Revision 3.0

http://www.usb.org/developers/docs

Advanced Configuration and Power Interface, Version 4.0a (ACPI)

http://www.acpi.info/spec.htm

Enhanced Host Controller Interface Specification for Universal Serial
Bus, Revision 1.0 (EHCI)

http://developer.intel.com/technology/usb/ehcispec.htm

eXtensible Host Controller Interface for Universal Serial Bus (xHCI),
Revision 1.0

http://www.intel.com/technology/usb/xhcispec.htm

Serial ATA Specification, Revision 3.0

http://www.serialata.org/

Serial ATA II: Extensions to Serial ATA 1.0, Revision 1.0

http://www.serialata.org

Serial ATA II Cables and Connectors Volume 2 Gold

http://www.serialata.org
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Table 1-1. Industry Specifications (Sheet 2 of 2)
Specification Location
Alert Standard Format Specification, Version 1.03 http://www.dmtf.org/standards/asf
IEEE 802.3 Fast Ethernet http://standards.ieee.org/getieee802/
AT Attachment - 6 with Packet Interface (ATA/ATAPI - 6) http://T13.0rg (T13 1410D)
IA-PC HPET (High Precision Event Timers) Specification, Revision http://www.intel.com/hardwaredesign/hpetspec_1.pdf
1,0a
Trusted Platform Module (TPM) Specification 1.3 http://www.trustedcomputinggroup.org/specs/TPM
Note: TPM over SPI supports 8 bytes transactions max.
In[‘el® Virtualization Technology http://www.intel.com/technology/virtualization/
index.htm
SFF-8485 Specification for Serial GPIO (SGPIO) Bus, Revision 0.7 http://www.intel.com/technology/virtualization/
index.htm
Advanced Host Controller Interface specification for Serial ATA, http://www.intel.com/technology/serialata/ahci.htm
Revision 1.3
Intel® High Definition Audio Specification, Revision 1.0a http://www.intel.com/standards/hdaudio/
1.1.1 Chapter Descriptions
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Chapter 1, “Introduction”
Chapter 1 introduces the PCH, provides information on the organization of the manual
and gives a general overview of the PCH.

Chapter 2, “Signal Description”

Chapter 2 provides a block diagram of the PCH and a detailed description of each
signal. Signals are arranged according to interface and details are provided as to the
drive characteristics (Input/Output, Open Drain, and so on) of all signals.

Chapter 3, "PCH Pin States”
Chapter 3 provides a complete list of signals, their associated power well, their logic
level in each suspend state, and their logic level before and after reset.

Chapter 4, "PCH and System Clocks”
Chapter 4 provides a list of each clock domain associated with the PCH.

Chapter 5, “"Functional Description”
Chapter 5 provides a detailed description of the functions in the PCH.

Chapter 6, “"Ballout Definition”
Chapter 6 provides the ball assignment table and the ball-map for the Desktop and
Mobile packages.

Chapter 7, “"Package Information”
Chapter 7 provides drawings of the physical dimensions and characteristics of the
Desktop and Mobile packages.

Chapter 8, “Electrical Characteristics”
Chapter 8 provides all AC and DC characteristics including detailed timing diagrams.

Chapter 9, “"Register and Memory Mapping”
Chapter 9 provides an overview of the registers, fixed I/O ranges, variable I/O ranges
and memory ranges decoded by the PCH.
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Chapter 10, “Chipset Configuration Registers”

Chapter 10 provides a detailed description of registers and base functionality that is
related to chipset configuration. It contains the root complex register block, which
describes the behavior of the upstream internal link.

Chapter 11, “Gigabit LAN Configuration Registers”

Chapter 11 provides a detailed description of registers that reside in the PCH’s
integrated LAN controller. The integrated LAN Controller resides at Device 25,
Function 0 (D25:F0).

Chapter 12, “"LPC Interface Bridge Registers (D31:F0)"”

Chapter 12 provides a detailed description of registers that reside in the LPC bridge.
This bridge resides at Device 31, Function 0 (D31:F0). This function contains registers
for many different units within the PCH including DMA, Timers, Interrupts, Processor
Interface, GPIO, Power Management, System Management and RTC.

Chapter 13, “"SATA Controller Registers (D31:F2)”
Chapter 13 provides a detailed description of registers that reside in the SATA
controller #1. This controller resides at Device 31, Function 2 (D31:F2).

Chapter 14, “PCI Configuration Registers (SATA-D31:F5)”
Chapter 14.1 provides a detailed description of registers that reside in the SATA
controller #2. This controller resides at Device 31, Function 5 (D31:F5).

Chapter 15, “"EHCI Controller Registers (D29:F0, D26:F0)"”

Chapter 15 provides a detailed description of registers that reside in the two EHCI host
controllers. These controllers reside at Device 29, Function 0 (D29:F0) and Device 26,
Function 0 (D26:F0).

Chapter 16, “"xHCI Controller Registers (D20:F0)”
Chapter 16 provides a detailed description of registers that reside in the xHCI. This
controller resides at Device 20, Function 0 (D20:F0).

Chapter 17, “"Integrated Intel® High Definition Audio (Intel® HD Audio)
Controller Registers”

Chapter 17 provides a detailed description of registers that reside in the Intel High
Definition Audio controller. This controller resides at Device 27, Function 0 (D27:F0).

Chapter 18, "SMBus Controller Registers (D31:F3)"”
Chapter 18 provides a detailed description of registers that reside in the SMBus
controller. This controller resides at Device 31, Function 3 (D31:F3).

Chapter 19, “"PCI Express* Configuration Registers”
Chapter 19 provides a detailed description of registers that reside in the PCI Express
controller. This controller resides at Device 28, Functions 0 to 7 (D28:F0-F7).

Chapter 20, “"High Precision Event Timer Registers”
Chapter 20 provides a detailed description of registers that reside in the multi-media
timer memory mapped register space.

Chapter 21, “Serial Peripheral Interface (SPI)"”
Chapter 21 provides a detailed description of registers that reside in the SPI memory
mapped register space.
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Chapter 22, “"Thermal Sensor Registers (D31:F6)"”

Chapter 22 provides a detailed description of registers that reside in the thermal
sensors PCI configuration space. The registers reside at Device 31, Function 6
(D31:F6).

Chapter 23, “Intel® Management Engine (Intel® ME) Subsystem Registers
(D22:F[3:0])"

Chapter 23 provides a detailed description of registers that reside in the Intel ME
controller. The registers reside at Device 22, Function 0 (D22:F0).

Overview

The PCH provides extensive I/0 support. Functions and capabilities include:

PCI Express* Base Specification, Revision 2.0 support for up to eight ports with
transfers up to 5 GT/s

ACPI Power Management Logic Support, Revision 4.0a
Enhanced DMA controller, interrupt controller, and timer functions

Integrated Serial ATA host controllers with independent DMA operation on up to six
ports

XHCI USB controller provides support for up to 14 USB ports, of which six can be
configured as SuperSpeed USB 3.0 ports.

Two legacy EHCI USB controllers each provides a USB debug port.

Flexible I/0O, A new architecture to allow some high speed I/0 signals to be
configured as PCle, SATA or USB 3.0.

Integrated 10/100/1000 Gigabit Ethernet MAC with System Defense

System Management Bus (SMBus) Specification, Version 2.0 with additional
support for I2C devices

Supports Intel® High Definition Audio (Intel® HD Audio)
Supports Intel® Rapid Storage Technology (Intel® RST)

— The PCH supports Intel RST for PCIe Storage that allows for PCIe SSDs to be
used with Intel RST features. See Section 1.3 for details on SKU feature
availability.

Supports Intel® Active Management Technology (Intel® AMT)
Supports Intel® Virtualization Technology for Directed 1/0 (Intel® VT-d)
Supports Intel® Trusted Execution Technology (Intel® TXT)
Integrated Clock Controller

Intel® Flexible Display Interface (Intel® FDI)

Analog VGA Display Interface

Low Pin Count (LPC) interface

Firmware Hub (FWH) interface support

Serial Peripheral Interface (SPI) support

Intel® Anti-Theft Technology (Intel® AT)

JTAG Boundary Scan support

Not all functions and capabilities may be available on all SKUs. See Section 1.3 for
details on SKU feature availability.
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Capability Overview
The following sub-sections provide an overview of the PCH capabilities.

Direct Media Interface (DMI)

Direct Media Interface (DMI) is the chip-to-chip connection between the processor and
PCH. This high-speed interface integrates advanced priority-based servicing allowing
for concurrent traffic and true isochronous transfer capabilities. Base functionality is
completely software-transparent, permitting current and legacy software to operate
normally.

Intel® Flexible Display Interface (Intel® FDI)

Intel FDI connects the display engine in the processor with the Analog display interface
on the PCH. The display data for Analog VGA panels from the frame buffer is processed
by the display engine and sent to the PCH through Intel FDI. Intel FDI has two lanes for
display data transfer to the PCH from the processor. Each Intel FDI lane consists of two
differential signal receive pairs supporting a data rate of 2.7 Gb/s.

PCH Display Interface

The Analog VGA display interface is the only display interface supported on the PCH.

This interface is used to drive legacy CRT panels and advanced LCD VGA panels. The

analog VGA display interface has an integrated RAMDAC 180 MHz, driving a standard
progressive scan analog monitor to a resolution of up to 1920x2000 pixels and 24-bit
color at a 60 Hz refresh rate with reduced blanking.

Analog VGA display interface is in the PCH, although the main display engine is in the

processor. Thus, the Intel FDI is used to send the display data to the PCH. Intel FDI is a
bus that connects the processor and PCH display components. The PCH, upon receiving
the display data, transcodes the data as per the display technology protocol and sends
the data through the DAC to display panel.

The PCH integrates digital display side band signals, even though digital display
interfaces are in the processor. There are three pairs of AUX CH, DDC Clock/Data, and
Hot-Plug Detect Signals on the PCH that correspond to digital display interface/ports B,
C, and D.

The PCH also integrates panel backlight control signals, which are used only when
embedded DisplayPort* (eDP) is configured on the platform.

PCI Express* Interface

The PCH provides up to 8 PCI Express Root Ports, supporting the PCI Express Base
Specification, Revision 2.0. Each Root Port x1 lane supports up to 5 Gb/s bandwidth in
each direction (10 Gb/s concurrent). PCI Express Root Ports 1-4 or Ports 5-8 can
independently be configured to support multiple port width configurations. See
Section 1.3 for details on feature availability.
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Serial ATA (SATA) Controller

The PCH has two integrated SATA host controllers that support independent DMA
operation on up to six ports and support data transfer rates of up to 6.0 Gb/s on all
ports. The SATA controller contains two modes of operation — a legacy mode using I/0
space, and an AHCI mode using memory space. Software that uses legacy mode will
not have AHCI capabilities.

The PCH supports the Serial ATA Specification, Revision 3.0. The PCH also supports
several optional sections of the Serial ATA II: Extensions to Serial ATA 1.0 Specification,
Revision 1.0 (AHCI support is required for some elements).

See Section 1.3 for details on feature availability.

Advanced Host Controller Interface (AHCI)

The PCH provides hardware support for Advanced Host Controller Interface (AHCI), a
standardized programming interface for SATA host controllers. Platforms supporting
AHCI may take advantage of performance features such as no master/slave
designation for SATA devices - each device is treated as a master — and hardware-
assisted native command queuing. AHCI also provides usability enhancements, such as
Hot-Plug. AHCI requires appropriate software support (such as, an AHCI driver) and for
some features, hardware support in the SATA device or additional platform hardware.
See Section 1.3 for details on SKU feature availability.

Intel® Rapid Storage Technology (Intel® RST)

The PCH provides support for Intel Rapid Storage Technology (Intel RST), providing
both AHCI (see above for details on AHCI) and integrated RAID functionality. The RAID
capability provides high-performance RAID 0, 1, 5, and 10 functionality on up to 6
SATA ports of the PCH. Matrix RAID support is provided to allow multiple RAID levels to
be combined on a single set of hard drives, such as RAID 0 and RAID 1 on two disks.
Other RAID features include hot spare support, SMART alerting, and RAID 0 auto
replace. Software components include an Option ROM for pre-boot configuration and
boot functionality, a Microsoft* Windows* compatible driver, and a user interface for
configuration and management of the RAID capability of PCH. See Section 1.3 for
details on SKU feature availability.

Intel® Rapid Storage Technology (Intel® RST) for PCI Express* Storage

Intel® Rapid Storage Technology for PCle Storage is supported on high-speed ports 13
and 14 (See Section 5.1 for details on Flexible I/0). This capability allows the Intel RST
driver to support a PCle storage device connected to high speed ports 13 and 14 (PCle
x2 connection). The PCle x1 devices are not supported.

Intel® Smart Response Technology

Intel Smart Response Technology is a disk caching solution that can provide improved
computer system performance with improved power savings. It allows configuration of
a computer system with the advantage of having HDDs for maximum storage capacity
with system performance at or near SSD performance levels. See Section 1.3 for
details on SKU feature availability.
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Low Pin Count (LPC) Interface

The PCH implements an LPC Interface as described in the LPC 1.1 Specification. The
Low Pin Count (LPC) bridge function of the PCH is mapped as PCI D31:F0 and supports
a memory size up to 8 MB, two master/DMA devices, interrupt controllers, timers,
power management, system management, Super I/O, and RTC.

Serial Peripheral Interface (SPI)

In addition to the standard Dual Output Fast Read mode, the SPI interface in the PCH
supports new Dual I/0O Fast Read, Quad I/O Fast Read and Quad Output Fast Read. To
enable the new Quad I/0 operation modes, all data transfer signals in the interface are
bidirectional and two new signals (SPI_IO2 and SPI_IO3) have been added to the basic
four-wire interface: Clock, Master Out Slave In (MOSI), Master In Slave Out (MISO)
and active-low chip selects (CS#). The PCH supports three chip selects: SPI_CS0# and
SPI_CS1# are used to access two separate SPI Flash components in Descriptor Mode.
SPI_CS2# is dedicated only to support Trusted Platform Module (TPM) on SPI (TPM can
be configured through PCH soft straps to operate over LPC or SPI, but no more than

1 TPM is allowed in the system). SPI_CS2# may not be used for any purpose other
than TPM.

The SPI Flash Controller supports running instructions at 20 MHz, 33 MHz, and 50 MHz,
and can be used by the PCH for BIOS code, to provide chipset configuration settings,
internal micro-processor code, integrated Gigabit Ethernet MAC/PHY configuration, and
Intel Active Management Technology (Intel® AMT) settings. The SPI Flash Controller
supports the Serial Flash Discoverable Parameter (SFDP) JEDEC standard that provides
a consistent way of describing the functional and feature capabilities of serial flash
devices in a standard set of internal parameter tables. The SPI Flash Controller queries
these parameter tables to discover the attributes to enable divergent features from
multiple SPI part vendors, such as Quad I/O Fast Read capabilities or device storage
capacity, among others.

Compatibility Modules (DMA Controller, Timer/Counters, Interrupt Controller)

The DMA controller incorporates the logic of two 8237 DMA controllers, with seven
independently programmable channels. Channels 0-3 are hardwired to 8-bit, count-by-
byte transfers, and channels 5-7 are hardwired to 16-bit, count-by-word transfers. Any
two of the seven DMA channels can be programmed to support fast Type-F transfers.
Channel 4 is reserved as a generic bus master request.

The PCH supports LPC DMA, which is similar to ISA DMA, through the PCH DMA
controller. LPC DMA is handled through the use of the LDRQ# lines from peripherals
and special encoding on LAD[3:0] from the host. Single, Demand, Verify, and
Increment modes are supported on the LPC interface.

The timer/counter block contains three counters that are equivalent in function to those
found in one 8254 programmable interval timer. These three counters are combined to
provide the system timer function, and speaker tone. The 14.318 MHz oscillator input
provides the clock source for these three counters.

The PCH provides an ISA-compatible Programmable Interrupt Controller (PIC) that
incorporates the functionality of two 8259 interrupt controllers. The two interrupt
controllers are cascaded so that 14 external and two internal interrupts are possible. In
addition, the PCH supports a serial interrupt scheme.
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All of the registers in these modules can be read and restored. This is required to save
and restore system state after power has been removed and restored to the platform.

Advanced Programmable Interrupt Controller (APIC)

In addition to the standard ISA-compatible Programmable Interrupt controller (PIC)
described in the previous section, the PCH incorporates the Advanced Programmable
Interrupt Controller (APIC).

Universal Serial Bus (USB) Controllers

The PCH contains one eXtensible Host Controller Interface (xHCI) controller and two
Enhanced Host Controller Interface (EHCI) controllers. The xHCI controller is mapped
as PCI D20:F0 and it supports up to 14 USB 2.0 ports of which 6 can be configured as
SuperSpeed (USB 3.0) ports.

EHCI controller 1 (EHCI1) is located at D29:F0 and it supports up to 8 USB 2.0 ports.
EHCI controller 2 (EHCI2) is located at D26:F0 and it supports up to 6 USB 2.0 ports.
One of the USB 2.0 ports in either EHCI controller can be used for a Debug Port (not
available through xHCI).

USB 2.0 differential pairs are numbered starting with 0. USB 3.0 differential pairs are
numbered starting with 1.

Regarding the optional USB Battery Charging Specification 1.x: Intel does not have a
topology for Intel® 9 Series Chipset Family based platforms that can accommodate
USB battery charging circuits robustly across the large install base of USB cables and
High Speed (HS) devices. As such, Intel does not recommend that platforms exceed
native supply currents defined in the USB specification for USB 2.0 ports.

See Section 1.3 for details on feature availability.

Flexible I/0

The PCH implements Flexible I/0, an architecture to allow some high speed signals to

be configured as SATA, USB 3.0, or PCle signals. Through soft straps, the functionality
on these multiplexed signals are selected to meet the I/O needs on the platform. See

Section 5.22 for details on Flexible I/0.

Gigabit Ethernet Controller

The Gigabit Ethernet Controller provides a system interface using a PCI function. The
controller provides a full memory-mapped or I/O mapped interface along with a 64-bit
address master support for systems using more than 4 GB of physical memory and
DMA (Direct Memory Addressing) mechanisms for high performance data transfers. Its
bus master capabilities enable the component to process high-level commands and
perform multiple operations. This lowers processor utilization by off-loading
communication tasks from the processor. Two large configurable transmit and receive
FIFOs (up to 20 KB each) help prevent data underruns and overruns while waiting for
bus accesses. This enables the integrated LAN controller to transmit data with
minimum interframe spacing (IFS).

The LAN controller can operate at multiple speeds (10/100/1000 MB/s) and in either
full duplex or half duplex mode. In full duplex mode the LAN controller adheres with the
IEEE 802.3x Flow Control Specification. Half duplex performance is enhanced by a
proprietary collision reduction mechanism. See Section 5.4 for details.
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The PCH contains a Motorola MC146818B-compatible real-time clock with 256 bytes of
battery-backed RAM. The real-time clock performs two key functions - keeping track of
the time of day and storing system data, even when the system is powered down. The
RTC operates on a 32.768-kHz crystal and a 3-V battery.

Real Time Clock (RTC)

The RTC also supports two lockable memory ranges. By setting bits in the configuration
space, two 8-byte ranges can be locked to read and write accesses. This prevents
unauthorized reading of passwords or other system security information.

The RTC also supports a date alarm that allows for scheduling a wake up event up to
30 days in advance, rather than just 24 hours in advance.

General Purpose I/0 (GPIO)

Various general purpose inputs and outputs are provided for custom system design.
The number of inputs and outputs varies depending on PCH configuration.

Enhanced Power Management

The PCH’s power management functions fully support the Advanced Configuration and
Power Interface (ACPI) Specification, Revision 4.0a, and include enhanced clock control
and various low-power (suspend) states (such as Suspend-to-RAM and Suspend-to-
Disk). A hardware-based thermal management circuit permits software-independent
entrance to low-power states.

Intel® Active Management Technology (Intel® AMT)

Intel® AMT is a fundamental component of Intel® vPro™ technology. Intel AMT is a set
of advanced manageability features developed as a direct result of IT customer
feedBack gained through Intel market research. With the advent of powerful tools like
the Intel System Defense Utility, the extensive feature set of Intel AMT easily integrates
into any network environment. See Section 1.3 for details on SKU feature availability.

Manageability

In addition to Intel® AMT, the PCH integrates several functions designed to manage the
system and lower the total cost of ownership (TCO) of the system. These system
management functions are designed to report errors, diagnose the system, and recover
from system lockups without the aid of an external microcontroller.

e TCO Timer. The PCH’s integrated programmable TCO timer is used to detect
system locks. The first expiration of the timer generates an SMI# that the system
can use to recover from a software lock. The second expiration of the timer causes
a system reset to recover from a hardware lock.

¢ Processor Present Indicator. The PCH looks for the processor to fetch the first
instruction after reset. If the processor does not fetch the first instruction, the PCH
will reboot the system.

e ECC Error Reporting. When detecting an ECC error, the host controller has the
ability to send one of several messages to the PCH. The host controller can instruct
the PCH to generate either an SMI#, NMI, SERR#, or TCO interrupt.

¢ Function Disable. The PCH provides the ability to disable the following integrated
functions: LAN, USB, LPC, Intel HD Audio, SATA, PCI Express* or SMBus. Once
disabled, these functions no longer decode 1I/O, memory, or PCI configuration
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space. Also, no interrupts or power management events are generated from the
disabled functions.

¢ Intruder Detect. The PCH provides an input signal (INTRUDER#) that can be used
to inform the system in the event of the case being opened. The PCH can be
programmed to generate an SMI# or TCO interrupt due to an active INTRUDER#
signal.

System Management Bus (SMBus 2.0)

The PCH contains an SMBus Host interface that allows the processor to communicate
with SMBus slaves. This interface is compatible with most I12C devices. Special 12C
commands are implemented.

The PCH SMBus host controller provides a mechanism for the processor to initiate
communications with SMBus peripherals (slaves). Also, the PCH supports slave
functionality, including the Host Notify protocol. Hence, the host controller supports
eight command protocols of the SMBus interface (see System Management Bus
(SMBus) Specification, version 2.0): Quick Command, Send Byte, Receive Byte, Write
Byte/Word, Read Byte/Word, Process Call, Block Read/Write, and Host Notify.

The PCH SMBus also implements hardware-based Packet Error Checking for data
robustness and the Address Resolution Protocol (ARP) to dynamically provide
addresses to all SMBus devices.

Intel® High Definition Audio (Intel® HD Audio) Controller

The Intel HD Audio controller is a PCI Express* device, configured as D27:F0. The PCH
Intel HD Audio controller supports up to 4 codecs, such as audio and modem codecs.
The link can operate at either 3.3 Vor 1.5 V.

With the support of multi-channel audio stream, 32-bit sample depth, and sample rate
up to 192 kHz, the Intel HD Audio controller provides audio quality that can deliver
Consumer Electronics (such as home audio components, portable audio devices,
Bluetooth* speakers, and so on) levels of audio experience. On the input side, the PCH
adds support for an array of microphones.

Intel® Virtualization Technology for Directed I/0 (Intel® VT-d)

The PCH provides hardware support for implementation of Intel Virtualization
Technology with Directed I/0O (Intel VT-d). Intel VT-d Technology consists of technology
components that support the virtualization of platforms based on Intel Architecture
processors. Intel VT-d Technology enables multiple operating systems and applications
to run in independent partitions. A partition behaves like a virtual machine (VM) and
provides isolation and protection across partitions. Each partition is allocated its own
subset of host physical memory.

Joint Test Action Group (JTAG) Boundary-Scan

The PCH implements the industry standard JTAG interface and enables Boundary-Scan.
Boundary-Scan can be used to ensure device connectivity during the board
manufacturing process. The JTAG interface allows system manufacturers to improve
efficiency by using industry available tools to test the PCH on an assembled board.
Since JTAG is a serial interface, it eliminates the need to create probe points for every
pin in an XOR chain. This eases pin breakout and trace routing and simplifies the
interface between the system and a bed-of-nails tester.
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Note: The TRST# JTAG signal is an optional signal in the IEEE* 1149 JTAG Specification and is
not implemented in the PCH.

Integrated Clock Controller

The PCH contains an Integrated Clock Controller (ICC) that generates various platform
clocks from a 25 MHz crystal source. The ICC contains PLLs, Modulators, and Dividers
for generating various clocks suited to the platform needs. The ICC supplies up to eight
100 MHz PCI Express 2.0 Specification compliant clocks, one 100 MHz PCI Express* 3.0
Specification compliant clock for BCLK/DMI, two 100 MHz PCI Express 3.0 Specification
compliant clocks for PEG slots, one 100 MHz PCI Express 3.0 Specification compliant
clock for ITP or a third PEG slot, two 135 MHz differential output clocks for DisplayPort
on the processor, five 33 MHz PCI 2.3 Local Bus Specification compliant single-ended
clocks for LPC/TPM devices and four Flex Clocks that can be configured to various
frequencies that include 14.318 MHz, 33 MHz, and 24/48 MHz for use with SIO, TPM,
EC, LPC, and any other legacy functions.

Serial Over LAN (SOL) Function

This function supports redirection of keyboard and text screens to a terminal window
on a remote console. The keyboard and text redirection enables the control of the client
machine through the network without the need to be physically near that machine. Text
and keyboard redirection allows the remote machine to control and configure a client
system. The SOL function emulates a standard PCI device and redirects the data from
the serial port to the management console using the integrated LAN.

Intel® KVM Technology

Intel KVM technology provides enhanced capabilities to its predecessor — SOL. In
addition to the features set provided by SOL, Intel KVM technology provides mouse and
graphic redirection across the integrated LAN. Unlike SOL, Intel KVM technology does
not appear as a host accessible PCI device, but is instead almost completely performed
by Intel® AMT Firmware with minimal BIOS interaction. The Intel KVM technology
feature is only available with internal graphics.

IDE-R Function

The IDE-R function is an IDE Redirection interface that provides client connection to
management console ATA/ATAPI devices, such as hard disk drives and optical disk
drives. A remote machine can setup a diagnostic software or operating system
installation image and direct the client to boot an IDE-R session. The IDE-R interface is
the same as the IDE interface; although, the device is not physically connected to the
system and supports the ATA/ATAPI-6 specification. IDE-R does not conflict with any
other type of boot and can, instead, be implemented as a boot device option. The
Intel® AMT solution will use IDE-R when remote boot is required. The device attached
through IDE-R is only visible to software during a management boot session. During
normal boot session, the IDE-R controller does not appear as a PCI present device.
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Intel® 9 Series Chipset Family PCH SKU Definition

Table 1-2. Desktop Intel® 9 Series Chipset Family SKUs
SKU Name
Feature Set Intel® 297 Intel® H97
Express Express
Chipset Chipset
Flexible I/O Yes Yes
PCI Express* 2.0 Ports 84 84
Total number of USB ports 14 14
e USB 3.0 Capable Ports (SuperSpeed and all USB 2.0 speeds) 4(6)7 4(6)7
e USB 2.0 Only Ports 10(8)° 10(8)°
Total number of SATA ports 4(6)10 4(6)10
e SATA Ports (6 Gb/s, 3 Gb/s, and 1.5 Gb/s) 6 6
e SATA Ports (3 Gb/s and 1.5 Gb/s only) 0 0
VGA Yes Yes
Intel® Wireless Display (WiDi) Yes Yes
Intel® Rapid Storage Technology AHCI Yes Yes
RAID 0/1/5/10 Support Yes Yes
Intel® Smart Response Yes Yes
Technology!4
Intel RST for PCIe Storage Yes Yes
Intel® Anti-Theft Technology!® Yes Yes
Intel® Active Management Technology 9.0 No No
Intel® Small Business Advantage!® No Yes!”
Intel Rapid Start Technology!8 Yes Yes
Intel® Identity Protection Technology (Intel® IPT)19 Yes Yes
Near Field Communication2? Yes Yes
ACPI S1 State Support Yes Yes
Processor Features Controlled by PCH SKU?2!
Processor PEG Port Bifurcation 1x16, 2x8, 1x8, 1x16
2x4
Processor PEG Port Maximum Speed Allowed Gen 3 (8GT/s) Gen 3 (8GT/s)
Processor Maximum Number of Independent Displays Supported 3 3
Processor Maximum Number of Memory Channels (Maximum DIMMS per 2 (2) 2 (2)
Channel)
Processor and Memory Overclocking Enabled Disabled
Processor Graphics Enabled Enabled
Notes:
1. Contact your local Intel Field Sales Representative for currently available PCH SKUs.
2. Table above shows feature differences between the PCH SKUs. If a feature is not listed in the table it is
considered a Base feature that is included in all SKUs.
3. PCI Legacy Mode may optionally be used allowing external PCI bus support through a PCIle-to-PCI bridge.
See Section 5.2.2 for more details.
4. The number of PCI Express ports available depends on the Flexible I/O configuration. See Section 2.1 and
Table 1-3.
5. N/A.
6. N/A.
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6 USB 3.0 ports requires High Speed I/0O ports 5 and 6 to be configured as USB 3.0. See Section 2.1 and
Table 1-3.

N/A

When Flexible I/0 ports are configured as USB 3.0, the total number of USB 2.0 only ports reduces in direct
proportion.

6 SATA ports requires High Speed I/0 ports 13 and 14 to be configured as SATA. See Section 2.1 and
Table 1-3.

N/A

N/A

N/A

Intel® Smart Response Technology requires an Intel® Core™ processor.

Intel® Anti-Theft Technology requires an Intel® Core™ processor.

Intel® Small Business Advantage requires an Intel® Core™ processor.

Intel® Small Business Advantage with the Intel® H97 Express Chipset requires 5Mb firmware.

Intel® Rapid Start Technology requires an Intel® Core™ processor.

Intel® Identity Protection Technology requires an Intel® Core™ processor.

Near Field Communication is only supported in All-in-One system designs.

Refer to the Processor EDS for additional details on Processor features.

Desktop Intel® 9 Series Chipset Family PCH SKUs Flexible I/0 Map

SKU

High Speed I/0 Ports

Port | Port

Port | Port | Port | Port | Port | Port | Port | Port | Port | Port

4 5 6 7 8 9 10 11 12

USB | USB

797 3.0 3.0

usB | uss |/ 3:0 | 3.0

USB | USB

3.0 Port 3 | Port 4 | PCIe* | PCIe* | PCIe* | PCIe* | PCIe* | PCIe*
Port 3 | Port 4 | Port 5| Port 6 | Port 7 | Port 8

H97 3.0 3.0

Port 1 | Port 2 | Port 5 | Port 6 PCle* | PCIe* PCIe* | PCle*
Port 1 | Port 2 Port 1 | Port 2
USB | USB

usB | usB | use | use |/ 3:0. | 3.0

3.0 Port 3 | Port 4 | PCIe* | PCIe* | PCIe* | PCIe* | PCIe* | PCIe*
Port 3 | Port 4 | Port 5| Port 6 | Port 7 | Port 8

Port 1 | Port 2 Port 1 | Port 2
Table 1-4. Mobile Intel® 9 Series Chipset Family SKUs (Sheet 1 of 2)

Datasheet

SKU Name
Feature Set M°b"_||:419n7tel®
Express
Chipset
Flexible I/O0 Yes
PCI Express* 2.0 Ports 8°
Total number of USB ports 14
eUSB 3.0 Capable Ports (SuperSpeed and all USB 2.0 speeds) 4(6)
«USB 2.0 Only Ports 10(8)8
Total number of SATA ports 4(6)°
*SATA Ports (6 Gb/s, 3 Gb/s, and 1.5 Gb/s) 2(4)tt
*SATA Ports (3 Gb/s and 1.5 Gb/s only) 2
VGA Yes
Intel® Wireless Display (WiDi) Yes
Intel® Rapid Storage Technology AHCI Yes
RAID 0/1/5/10 Support Yes
Intel RST!3 for PCle Storage No
Intel® Anti-Theft Technology!4 Yes
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Table 1-4. Mobile Intel® 9 Series Chipset Family SKUs (Sheet 2 of 2)
SKU Name
Mobile Intel®
Feature Set HM97
Express
Chipset
Intel® Active Management Technology 9.0 No
Intel® Small Business Advantage!® Yes16
Intel Rapid Start Technology!” Yes
Intel® Identity Protection Technology (Intel® IpT)18 Yes
Near Field Communication Yes
ACPI S1 State Support No
Processor Features Controlled by PCH SKU'?
Processor PEG Port Bifurcation 1x16
Processor PEG Port Maximum Speed Allowed Gen 3 (8GT/s)
Processor Maximum Number of Independent Displays Supported 3
Processor Maximum Number of Memory Channels (Maximum DIMMS per Channel) 2 (2)
Processor and Memory Overclocking Disabled
Processor Graphics Enabled
Notes:
1. Contact your local Intel Field Sales Representative for currently available PCH SKUs.
2. Table above shows feature difference between the PCH SKUs. If a feature is not listed in the table, it is
considered a Base feature that is included in all SKUs.
3. PCI Legacy Mode may optionally be used allowing external PCI bus support through a PCle-to-PCI bridge.
See Section 5.2.2 for more details.
4. N/A
5. The number of PCI Express ports available depends on the Flexible I/O configuration. See Section 2.1 and
Table 1-5.
6. 6 USB 3.0 ports requires High Speed I/0 ports 5 and 6 to be configured as USB 3.0. See Section 2.1 and
Table 1-5.
7. N/A.
8. When Flexible I/O ports are configured as USB 3.0, the total number of USB 2.0 only ports reduces in direct
proportion.
9. 6 SATA ports require High Speed I/0 ports 13 and 14 to be configured as SATA. See Section 2.1 and
Table 1-5.
10. N/A
11. N/A
12. N/A
13. Intel® Smart Response Technology requires an Intel® Core™ processor.
14. Intel® Anti-Theft Technology requires an Intel® Core™ processor.
15. Intel® Small Business Advantage requires an Intel® Core™ processor.
16. Intel® Small Business Advantage with the Intel® HM97 Express Chipset requires 5Mb firmware.
17. Intel® Rapid Start Technology requires an Intel® Core™ processor.
18. Intel® Identity Protection Technology requires an Intel® Core™ processor.
19. Refer to the Processor EDS for additional details on Processor features.
Table 1-5. Mobile Intel® 9 Series Chipset Family PCH SKUs Flexible I/0 Map
High Speed I/0 Ports
Sku Port | Port | Port | Port | Port | Port | Port | Port | Port | Port | Port | Port Port | Port
1 2 3 4 5 6 7 8 9 10 11 12 17 18
USB | USB
3.0 3.0
USB | USB | USB | USB | 5003 | port4 | PCIe | PCIe* | PCIe* | PCIe | PCIe | PCIe SATA | SATA
HMO7 Port 3 | Port 4 | Port 5 | Port 6 | Port 7 | Port 8 3Gb/s | 3Gb/s
Port 1 | Port 2 [ Port 5 | Port 6 [ pcre* | pCre* Port 2 | Port 3
Port 1| Port 2
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Device and Revision ID Table

The Revision ID (RID) register is an 8-bit register located at offset 08h in the PCI
header of every PCI/PCIe function. The RID register is used by software to identify a
particular component stepping when a driver change or patch unique to that stepping is

needed.

PCH Device and Revision ID Table (Sheet 1 of 2)

Device

Descrip-

A0

Function tion Dev 1D SRID Comments
8C80h 00h Desktop: Non-AHCI and Non-RAID Mode.
8C81h 00h Mobile: Non-AHCI and Non-RAID Mode.
8C82h 00h Desktop: AHCI Mode.
8C83h 00h Mobile: AHCI Mode.
8C84h 00h llDesktop: RAID Capable3 if AIE (D31:F2 Offset 9Ch bit 7) =
Desktop: RAID Capable3 with or without Intel® Smart
D31:F2 SATAL 2822h 00h Response Technology, if AIE (D31:F2 Offset 9Ch bit 7) = 0
AND AIES (D31:F2 Offset 9Ch bit 6) = 0.
8C85h 00h Mobile: RAID Capable? if AIE (D31:F2 Offset 9Ch bit 7) = 1.
282Ah 00h Mobile: RAID Capable3_ with or without Intel® qurt
Response Technology, if AIE (D31:F2 Offset 9Ch bit 7) = 0.
8c86h 00h | Desktop: RAID Capable3 and Intel® Smart Response
Technology, if AIE (D31:F2 Offset 9Ch bit 7) = 1.
8C87h 00h Mobile: RAII? Capable3 and Intel® Smar_t Response
Technology, if AIE (D31:F2 Offset 9Ch bit 7) = 1.
8C8Eh 00h Desktop: RAID 1 Only.
8C8Fh 00h Mobile: RAID 1 Only.
D31:F5 SATA 8cC8sh 00h (Dpeosrlgo‘;‘):aggns-)/-\HCI and Non-RAID Mode
8C89h 00h I(VIP%E‘::ISe:‘l-'\;?]rgél)-'CI and Non-RAID Mode
D28:F0 PCI Express* 8C90h DOh | Desktop and Mobile (When D28:F0:ECh:bit 1= 0)
Port 1 244Eh DOh | Desktop (When D28:FO:ECh:bit 1 = 1)
2448h DOh Mobile (When D28:F0:ECh:bit 1 = 1)
D28:F1 PCI Express 8C92h DOh Desktop and Mobile (When D28:F1:ECh:bit 1 = 0)
Port 2 244Eh DOh | Desktop (When D28:F1:ECh:bit 1 = 1)
2448h DOh | Mobile (When D28:F1:ECh:bit 1 = 1)
D28:F2 PCI Express 8C94h DOh | Desktop and Mobile (When D28:F2:ECh:bit 1 = 0)
Port 3 244Eh DOh | Desktop (When D28:F2:ECh:bit 1 = 1)
2448h DOh Mobile (When D28:F2:ECh:bit 1 = 1)
D28:F3 PCI Express 8C96h DOh Desktop and Mobile (When D28:F3:ECh:bit 1 = 0)
Port 4 244Eh | DOh | Desktop (When D28:F3:ECh:bit 1 = 1)
2448h DOh | Mobile (When D28:F3:ECh:bit 1 = 1)
D28:F4 PCI Express 8C98h DOh | Desktop and Mobile (When D28:F4:ECh:bit 1 = 0)
Port 5 244Eh DOh | Desktop (When D28:F4:ECh:bit 1 = 1)
2448h DOh Mobile (When D28:F4:ECh:bit 1 = 1)
D28:F5 PCI Express 8C9Ah DOh Desktop and Mobile (When D28:F5:ECh:bit 1 = 0)
Port 6 244Eh DOh | Desktop (When D28:F5:ECh:bit 1 = 1)
2448h DOh | Mobile (When D28:F5:ECh:bit 1 = 1)
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PCH Device and Revision ID Table (Sheet 2 of 2)

Device Descrip- AO
Function tion

Dev ID Comments

SRID

D28:F6 PCI Express

8C9Ch DOh Desktop and Mobile (When D28:F6:ECh:bit 1 = 0)

Port 7 244Eh DOh | Desktop (When D28:F6:ECh:bit 1 = 1)

2448h DOh Mobile (When D28:F6:ECh:bit 1 = 1)

D28:F7 PCI Express

8C9Eh DOh Desktop and Mobile (When D28:F7:ECh:bit 1 = 0)

Port 8 244Eh DOh | Desktop (When D28:F7:ECh:bit 1 = 1)
2448h DOh | Mobile (When D28:F7:ECh:bit 1 = 1)
Intelﬁ High Desktop and Mobile - All SKUs.
D27:F0 Definition 8CAOh 00h
Audio
D31:F3 SMBus 8CA2h 00h Desktop and Mobile - All SKUs.
D31:F6 Thermal 8CA4h 00h Desktop and Mobile - All SKUs.

D29:F0 USB EHCI #1 8CA6h 00h Desktop and Mobile - All SKUs.

D26:F0 USB EHCI #2 | 8CADh 00h Desktop and Mobile - All SKUs.

D20:F0 USB xHCI 8CB1h 00h | Desktop and Mobile - All SKUs.
D25:F0 LAN 8CB3h 00h Desktop and Mobile - All SKUs.
. Inte@ ME Desktop and Mobile - All SKUs.
D22:F0 Interface #1 8CBAh 00h
. Intel ME Desktop and Mobile - All SKUs.
D22:F1 Interface #2 8CBBh 00h
D22:F2 IDE-R 8CBCh 00h | Desktop and Mobile - All SKUs.
D22:F3 KT 8CBDh 00h Desktop and Mobile - All SKUs.
8CC1h 00h LPC Controller (Mobile Full Featured Engineering Sample).
D31:FO LPC 8CC2h 00h LPC Controller (Desktop Full Featured Engineering Sample).
8CC4h 00h LPC Controller (297 SKU).
8CC6h 00h LPC Controller (H97 SKU).
8CC3h 00h LPC Controller (HM97 SKU).
NOTES:
1. PCH contains two SATA controllers. The SATA Device ID is dependent upon which
SATA mode is selected by BIOS and what RAID capabilities exist in the SKU.
2. The SATA RAID Controller Device ID is dependent upon the AIE bit setting (bit 7 of
D31:F2:0ffset 9Ch).
3. SATA Controller 2 (D31:F5) is only visible when D31:F2 CC.SCC =01h.

4. LAN Device ID is loaded from EEPROM. If EEPROM contains either 0000h or FFFFh

in the Device ID location, then 8C33h is used. Refer to the appropriate Intel® GbE
physical layer Transceiver (PHY) datasheet for LAN Device IDs.

5. For a given stepping, not all SKUs may be available.

6. This table shows the default PCI Express Function Number-to-Root Port mapping.

Function numbers for a given root port are assignable through the “Root Port
Function Number and Hide for PCI Express Root Ports” register (RCBA+0404h).

88§
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2

Signal Description

Note:

Datasheet

This chapter provides a detailed description of each signal. The signals are arranged in
functional groups according to their associated interface.

The “#” symbol at the end of the signal name indicates that the active, or asserted
state occurs when the signal is at a low voltage level. When “#” is not present, the
signal is asserted when voltage level is high.

The following notations are used to describe the signal type:

I Input Pin.

(o) Output Pin.

ob O Open Drain Output Pin.

I/0D Bi-directional Input/Open Drain Output Pin.
I/0 Bi-directional Input/Output Pin.

CMOS CMOS buffers. 1.5 V tolerant.

CoD CMOS Open Drain buffers. 3.3 V tolerant.
HVCMOS High Voltage CMOS buffers. 3.3 V tolerant.
A Analog reference or output.

The “Type” for each signal is indicative of the functional operating mode of the signal.
Unless otherwise noted in Section 3.2 or Section 3.3, a signal is considered to be in the
functional operating mode after RTCRST# de-asserts for signals in the RTC well, after
RSMRST# de-asserts for signals in the suspend well, after PWROK asserts for signals in
the core well, after DPWROK asserts for signals in the DeepSx well, after APWROK
asserts for signals in the Active Sleep well.

Core well includes 1.05V, 1.5 V and 3.3 V rails powering PCH logic and these rails may
be shut off in S3, S4, S5, and G3 states.
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Figure 2-1.

Signal Description

PCH Interface Signals Block Diagram (not all signals are on all SKUs)

FDI_RXP[1:0]
Intel® Flexible FDI_RXN[:0]
GPIOSO > Xl
4 — Display FDI_CSYNC
GPIO52 » Intort FDIINT
GPIO54 — »| MISC. nieriace FDI_RCOMP
GPIOs1 4 . FDI_IREF
GPIOS3 4 Signals -
GPIOs5 4
+—p CL_CLK; CL_DATA
CLKIN_33MHZLOOPBACK » [ Rt
—— PETp8)
L PCl Express* ¥ PER[p.n][8:1]
PMS;(I;II(,)\; < | Interface [ PCIE_RCOMP
PCIE_IREF
THRVPR }| Processor < |
PROCPWRGD o Interface o
— P SATA TXPNII50]
SATA RXPNJ[5:0]
SPI_IO1 < P < SATA_RCOMP
SPIo2 < < SATA_IREF
SPI_MISO < » SATALEDH
SPI_MOSI 4 i . SATAOGP/GPIO21
SPI_CSO#; SPI_CS1#SPI_CS2# SPI Serial ATA SATAIGPIGPIO19
SPI_CLK — Interface SATA2GPIGPIO36
SATA3GPIGPIO37
SATA4GPIGPIO16
SAT 049
LAD0] | LPC/ »  SCLOCK/GPIO22, SLOAD/GPIO38
FRAVEF € FWH P SDATAOUTO/GPIO39, SDATAOUT1/GPIOA8
<
LDRQO#; LDRQI#/GPIO23 | |nterface < - SUSWARN#SUSPWRDNACK/GPIO30
DPWROK
< SYS_RESET#
<
CLKOUT DP_[PN] 4 hl yipoiy
CLKOUT_DMI_[PN] SLP
XTAL25 OUT SLP_S5#/GPI063
CLKOUT_PEG_A [P,NJCLKOUT_PEG B [PN] < Clock SLP/
CLKOUT PCIE[7:0] [PN] < CLKRUN#/GPIO32
CLKOUT_ITPXDP_PN] Outputs PWROK
CLKOUT_33MHz{4:0] AWROK
CLKOUTFLEXO/GPIOB4;CLKOUTFLEX1/GPIOBS ¢ PWRBTN#
CLKOUTFLEX2/GPIO66;CLKOUTFLEX3/GPIO67 POWeI’ RI#
- WAKE#
Mgnt. P SUS_STAT#GPIOB1
CLKIN_DMI_[P.N] P SUSCLK/GPIOE2
CLKIN_SATA_[PN] < BATLOW#/GPIO72
CLKIN_DOT96[P,N] PLTRST#

XTAL25 IN;REF14CLKIN BMBUSY#/GPIO0
PCIECLKRQO#/GPIO73;PCIECLKRQT#/GPIO18 Clock GPIO34
PCIECLKRQ2#/GPIO20;PCIECLKRQ3#/GPIO25 ACPRESENT/GPIO31
PCIECLKRQ4#/GPI026;PCIECLKRQS#/GPIO44 Inputs DI 0K
PCIECLKRQ6#/GPIO45,PCIECLKRQ7#GPIO46 LAN_PHY_PWR_CTRLIGPIO12

PEG_A_CLKRQH#/GPIOA7.PEG_B_CLKRQ#/GPIOS6 » SLP_WLAN#/GPIO29
< SUSACK#
¥ SLp sus#
» PLTRST#
SERRQ 4 » [nterrupt
PIRQDA} P Intel® HDA_RST#
PIRQH-EJGPIOS2] 4 » Interface High HDA_SYNC
HDA_BCLK
Definition [« :B:.gg%m]
USB[13.0JPN] < Audio » Y |
OCOHGPIOSS: DohamINg » HDA_DOCK_EN#HDA_DOCK_RST#
OC2#/GPIO41; OC3#/GPIO42 USB
OCA4#/GPI043; OC5H#/GPIO9 -
OCHHIGPIOT0; OCTHGPION — Direct » DMI_TXP,N][3:0]

USBRBIAS, U < P DMI_RX[P,N][3:0]

USB3TRIpn6:1] | | ’\t/ler?la < DM RCOMP
nterface (4 DMI_IREF

I SMBALERTH#/GPIO11
INTVRMEN, DSWRMEN
<
< INTRUDER¥;
; RTCRST# »> ; < ;
TR, R e —p|  Misc. System  |¢——p SMLIT0DATASML[1:0]CLK
GPIO24 — > Signals ] Mgnt » SMLOALERT#/GPIOB0
PVE# 4 - b SMLIALERTH/TEMP_ALERT#GPIOT4
» VGA REDVGA GREEN:VGA BLUE
! » \ RED,VGA ¢ [VGA ¢
< Genera Anal » DAC_IREF
GPIO[7257,32.2827,158) 4——{ Purpose 09 » VGA HSYNCVGA VSYNC
10 Display |¢ » VGA DDC_CLK:VGA DDC_DATA
< » VGA IRTN
GPIO71,GPIOT0; GPIOBY,GPIOBS » Fan
GPIOT; GPIOB; GPIOT,GPIO17 Speed
. 4—— DDP[BD] AUXIPN]
PECI < »{ Control Digital | DDP[B:D]_HPD
Dispy bt
JTAGTCK > Sideband [¢——» epp_BKLTEN
JTAGTMS »  JTAG - < » oDF BKLTCTL
JTAGTDI » Signals P eDP |
< eDP_VDDEN
JTAGTDO ¢ N el

+—p- SMBDATA; SMBCLK
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2.1

Table 2-1.

Datasheet

Flexible I/0

The Intel® 9 Series Chipset Family PCH implements Flexible I/O, a technology to allow
some high speed signals to be configured as PCle*, USB 3.0, or SATA signals. There are

a total of 18 High Speed I/0 Ports in the PCH and, through soft straps, four of these

intel.

ports can have their functionality selected to meet the I/O needs of the platform.
Table 2-1 illustrates high speed I/0O ports mapping to PCle, USB 3.0 and SATA signals.

I/0 Flexibility Signal Mapping

High Speed I/

O Ports GbE Map PCIe Signals USB 3.0 Signals SATA Signals
1 _ _ USB3Tp/n1 _
USB3Rp/n1
> _ _ USB3Tp/n2 _
USB3Rp/n2
3 _ _ USB3Tp/n5 _
USB3Rp/n5
4 _ _ USB3Tp/n6 _
USB3Rp/n6
5 000 PETp/n1 USB3Tp/n3 _
(soft strap) PERp/n1 USB3Rp/n3
6 001 PETp/n2 USB3Tp/n4 _
(soft strap) PERp/n2 USB3Rp/n4
7 010 PETp/n3 _ _
(soft strap) PERp/n3
8 011 PETp/n4 B _
(soft strap) PERp/n4
9 100 PETp/n5 _ _
(soft strap) PERp/n5
10 101 PETp/n6 _ _
(soft strap) PERp/n6
11 110 PETp/n7 B _
(soft strap) PERp/n7
12 111 PETp/n8 _ _
(soft strap) PERp/n8
13 _ PETp/n1 _ SATA_TXp/n4
PERp/n1 SATA_RXp/n4
14 _ PETp/n2 _ SATA_TXp/n5
PERp/n2 SATA_RXp/n5
15 — — _ SATA_TXp/n0
SATA_RXp/n0
16 - — _ SATA_TXp/n1
SATA_RXp/n1
17 — — _ SATA_TXp/n2
SATA_RXp/n2
18 — — _ SATA_TXp/n3
SATA_RXp/n3
Notes:

1. High speed I/O ports 5 and 6 can be configured as either PCle port 1 and 2 or USB 3.0 port 3 and 4.
2. High speed I/0 ports 13 and 14 can be configured as either PCle port 1 and 2 or SATA port 4 and 5.

3.  Maximum of 8 PCIe* ports, 6 USB 3.0 Ports or 6 SATA ports possible. GbE uses the physical interface of

PClIe ports so having 8 PCIe ports + 1 GbE simultaneously does not mean a total of 9 PCle ports. 8 PCIe
ports + 1 GbE simultaneously is supported (depending on SKU configuration).
4. Refer to Chapter 5.22 for more details.
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2.2

Note:

Note:

Note:

Table
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Signal Description

USB Interface

The USB 2.0 signals in the PCH integrate pull-down resistors and provide an output
driver impedance of 45 Q that requires no external series resistor. No external pull-up/
pull-down resistors should be added to the USB 2.0 signals. USB ports not needed can
be left floating as No Connect.

The voltage divider formed by the device pull-up and the host pull-down will ensure the
data wire park at a safe voltage level, which is below the VBUS value. This ensures that
the host/hub will not see 5 V at the wire when inter-operating with devices that have
VBUS at 5 V.

All USB 2.0 register addresses throughout the datasheet correspond to the external pin
names. Refer to Table 2-2 to know exactly how the USB pins are mapped to the
different internal ports within the xHCI and EHCI controllers.

USB Interface Signals (Sheet 1 of 3)

xHCI EHCI s
Name Port Port Type Description

USB 2.0 Port 0 Transmit/Receive Differential Pair O:
USB2p0 0 0 1/0 This USB 2.0 signal pair can be routed to xHCI or EHCI
usB2n0 Controller 1 through software and should map to a USB

connector with one of the overcurrent OC Pins 0-3.

USB 2.0 Port 1 Transmit/Receive Differential Pair 1:
USB2p1 1 1 1/0 This USB 2.0 signal pair can be routed to xHCI or EHCI
USB2n1 Controller 1 through software and should map to a USB

connector with one of the overcurrent OC Pins 0-3.

USB 2.0 Port 2 Transmit/Receive Differential Pair 2:
USB2p2 > 2 1/0 This USB 2.0 signal pair can be routed to xHCI or EHCI
USB2n2 Controller 1 through software and should map to a USB

connector with one of the overcurrent OC Pins 0-3.

USB 2.0 Port 3 Transmit/Receive Differential Pair 3:
USB2p3 3 3 1/0 This USB 2.0 signal pair can be routed to xHCI or EHCI
usB2n3 Controller 1 through software and should map to a USB

connector with one of the overcurrent OC Pins 0-3.

USB 2.0 Port 4 Transmit/Receive Differential Pair 4:
USB2p4 8 4 1/0 This USB 2.0 signal pair can be routed to xHCI or EHCI
USB2n4 Controller 1 through software and should map to a USB

connector with one of the overcurrent OC Pins 0-3.

USB 2.0 Port 5 Transmit/Receive Differential Pair 5:
USB2p5 9 5 1/0 This USB 2.0 signal pair can be routed to xHCI or EHCI
USB2n5 Controller 1 through software and should map to a USB

connector with one of the overcurrent OC Pins 0-3.

USB 2.0 Port 6 Transmit/Receive Differential Pair 6:
USB2p6 12 6 1/0 This USB 2.0 signal pair can be mapped to xHCI or EHCI
USB2n6 Controller 1 through software and should map to a USB

connector with one of the overcurrent OC Pins 0-3.

USB 2.0 Port 7 Transmit/Receive Differential Pair 7:
UsSB2p7 13 7 1/0 This USB 2.0 signal pair can be mapped to xHCI or EHCI
uUsSB2n7 Controller 1 through software and should map to a USB

connector with one of the overcurrent OC Pins 0-3.

USB 2.0 Port 8 Transmit/Receive Differential Pair 8:
USB2p8 4 8 1/0 This USB 2.0 signal pair can be mapped to xHCI or EHCI
USB2n8 Controller 2 through software and should map to a USB

connector with one of the overcurrent OC Pins 4-7.

USB 2.0 Port 9 Transmit/Receive Differential Pair 9:
USB2p9 5 9 1/0 This USB 2.0 signal pair can be mapped to xHCI or EHCI
UusB2n9 Controller 2 through software and should map to a USB

connector with one of the overcurrent OC Pins 4-7.
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USB Interface Signals (Sheet 2 of 3)

Name

xHCI
Port

EHCI
Port

Type

Description

USB2p10
USB2n10

10

I/0

USB 2.0 Port 10 Transmit/Receive Differential Pair
10:This USB 2.0 signal pair can be mapped to xHCI or EHCI
Controller 2 through software and should map to a USB
connector with one of the overcurrent OC Pins 4-7.

USB2p11
USB2n11

11

1/0

USB 2.0 Port 11 Transmit/Receive Differential Pair 11:
This USB 2.0 signal pair can be mapped to xHCI or EHCI
Controller 2 through software and should map to a USB
connector with one of the overcurrent OC Pins 4-7.

USB2p12
USB2n12

10

12

1/0

USB 2.0 Port 12 Transmit/Receive Differential Pair 12:
This USB 2.0 signal pair can be mapped to xHCI or EHCI
Controller 2 through software and should map to a USB
connector with one of the overcurrent OC Pins 4-7.

USB2p13
USB2n13

11

13

1/0

USB 2.0 Port 13 Transmit/Receive Differential Pair 13:
This USB 2.0 signal pair can be mapped to xHCI or EHCI
Controller 2 through software and should map to a USB
connector with one of the overcurrent OC Pins 4-7.

USB3Tp1
USB3Tn1

USB 3.0 Differential Transmit Pair 1: These are USB 3.0-
based outbound high-speed differential signals, mapped to
High Speed I/O (HSIO) Port #1 and the xHCI Controller. It
should map to a USB connector with one of the OC
(overcurrent) pins 0-7.

USB3Rp1
USB3Rn1

USB 3.0 Differential Receive Pair 1: These are USB 3.0-
based inbound high-speed differential signals, mapped to High
Speed I/0O (HSIO) Port #1 and the xHCI Controller. It should
map to a USB connector with one of the OC (overcurrent) pins
0-7.

USB3Tp2
USB3Tn2

USB 3.0 Differential Transmit Pair 2: These are USB 3.0-
based outbound high-speed differential signals, mapped to
High Speed I/O (HSIO) Port #2 and the xHCI Controller. It
should map to a USB connector with one of the OC
(overcurrent) pins 0-7.

USB3Rp2
USB3Rn2

USB 3.0 Differential Receive Pair 2: These are USB 3.0-
based inbound high-speed differential signals, mapped to High
Speed I/0 (HSIO) Port #2 and the xHCI Controller. It should
map to a USB connector with one of the OC (overcurrent) pins
0-7.

USB3Tp3
USB3Tn3

USB 3.0 Differential Transmit Pair 3: These are USB 3.0-
based outbound high-speed differential signals, mapped to
High Speed I/O (HSIO) Port 5 and the xHCI Controller. It
should map to a USB connector with one of the OC
(overcurrent) pins 0-7.

Note: Use FITC to set the soft straps that select this port as
USB 3.0 Port 3. Default configuration is PCle Port 1.

USB3Rp3
USB3Rn3

USB 3.0 Differential Receive Pair 3: These are USB 3.0-

based inbound high-speed differential signals, mapped to High

Speed I/0O (HSIO) Port 5 and the xHCI Controller. It should

map to a USB connector with one of the OC (overcurrent) pins

0-7.

Note: Use FITC to set the soft straps that select this port as
USB 3.0 Port 3. Default configuration is PCle Port 1.

USB3Tp4
USB3Tn4

USB 3.0 Differential Transmit Pair 4: These are USB 3.0-
based outbound high-speed differential signals, mapped to
High Speed I/O (HSIO) Port #6 and the xHCI Controller. It
should map to a USB connector with one of the OC
(overcurrent) pins 0-7.

Note: Use FITC to set the soft straps that select this port as
USB 3.0 Port 4. Default configuration is PCle Port 2.
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Table 2-2.

Signal Description

USB Interface Signals (Sheet 3 of 3)

xHCI EHCI .
Name Port Port Type Description
USB 3.0 Differential Receive Pair 4: These are USB 3.0-
based inbound high-speed differential signals, mapped to High
Speed 1I/0 (HSIO) Port #6 and the xHCI Controller. It should
USB3Rp4 4 - 1 map to a USB connector with one of the OC (overcurrent) pins
USB3Rn4 0-7.
Note: Use FITC to set the soft straps that select this port as
USB 3.0 Port 4. Default configuration is PCle Port 2.
USB 3.0 Differential Transmit Pair 5: These are USB 3.0-
USB3Tp5 based outbound high-speed differential signals, mapped to
USBBTzS 5 - (0} High Speed I/O (HSIO) Port #3 and the xHCI Controller. It
should map to a USB connector with one of the OC
(overcurrent) pins 0-7.
USB 3.0 Differential Receive Pair 5: These are USB 3.0-
USB3RD5 based inbound high-speed differential signals, mapped to High
USBBRES 5 - I Speed I/0 (HSIO) Port #3 and the xHCI Controller. It should
map to a USB connector with one of the OC (overcurrent) pins
0-7.
USB 3.0 Differential Transmit Pair 6: These are USB 3.0-
USB3Tp6 based outbound high-speed differential signals, mapped to
USBBT26 6 - 0} High Speed I/O (HSIO) Port #4 and the xHCI Controller. It
should map to a USB connector with one of the OC
(overcurrent) pins 0-7.
USB 3.0 Differential Receive Pair 6: These are USB 3.0-
USB3Rp6 based inbound high-speed differential signals, mapped to High
USBBR26 6 - I Speed I/0 (HSIO) Port #4 and the xHCI Controller. It should
map to a USB connector with one of the OC (overcurrent) pins
0-7.
Overcurrent Indicators: These signals set corresponding
bits in the USB controllers to indicate that an overcurrent
condition has occurred.
0OCO0#/GPIO59 OC[7:0]# is the default (Native) function for these pins but
OC1#/GP1040 they may be configured as GPIOs instead.
OC2#/GP1041 Notes:
OC3#/GPI1042 - - I 1. OC pins are 3.3 V tolerant.
OCA4#/GP1043 2. Sharing of OC pins is required to cover all 14 USB
OC5#/GPIO9 connectors but no more than 1 OC line may be
0C6#/GPIO10 connected to a USB connector.
OC7#/GP1014 3. OC[3:0]# should be connected with USB 2.0 ports 0-7
and any 4 of USB 3.0 ports 1-6.
4. OC[7:4]# should be connected with USB 2.0 ports 8-13
and any 4 of USB 3.0 ports 1-6.
USB Resistor Bias: Analog connection point for an external
resistor that is used to set transmit currents and internal load
USBRBIAS B B o resistors. It is recommended that a 22.6 Q £1% resistor to
ground be connected to this pin.
USB Resistor Bias Complement: Analog connection point
USBRBIAS# _ _ I for an external resistor that is used to set transmit currents

and internal load resistors. This signal should be connected
directly to USBRBIAS.
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2.3 PCI Express*

Table 2-3. PCI Express* Signals (Sheet 1 of 2)

Name Type Description
PCI Express* Differential Transmit Pair 1: These are PCI Express 2.0-based
outbound high-speed differential signals, and can be mapped to either High Speed
I/O (HSIO) Port 5 or HSIO Port 13.
Note: GbE can be mapped to PCIe Port 1 if PCIe Port 1 is selected at HSIO Port
PETp1 1) 5. GbE cannot be mapped to PCle Port 1 if PCle Port 1 is selected at HSIO
PETn1 Port 13. See Section 5.4 for details on GbE configuration and support.
Note: Use FITC to set the soft straps that select this port as muxed with USB
3.0 Port 3 or muxed with SATA Port 4. FITC does not allow multiplexing
PCIe Port 1 with USB 3.0 Port 3 and SATA Port 4 simultaneously, and it is
not a supported configuration.
PCI Express* Differential Receive Pair 1: These are PCI Express 2.0-based
inbound high-speed differential signals, and can be mapped to HSIO Port 5 or
HSIO Port 13.
Note: GbE can be mapped to PCle Port 1 if PCle Port 1 is selected at HSIO Port
PERp1 I 5. GbE cannot be mapped to PCle Port 1 if PCle Port 1 is selected at HSIO
PERNn1 Port 13. See Section 5.4 for details on GbE configuration and support.
Note: Use FITC to set the soft straps that select this port as muxed with USB
3.0 Port 3 or muxed with SATA Port 4. FITC does not allow multiplexing
PCIe Port 1 with USB 3.0 Port 3 and SATA Port 4 simultaneously, and it is
not a supported configuration.
PCI Express Differential Transmit Pair 2: These are PCI Express 2.0-based
outbound high-speed differential signals, and can be mapped to HSIO Port 6 or
HSIO Port 14.
Note: GbE can be mapped to PCle Port 2 if PCle Port 2 is selected at HSIO Port
PETp2 o) 6. GbE cannot be mapped to PCle Port 2 if PCIe Port 2 is selected at HSIO
PETn2 Port 14. See Section 5.4 for details on GbE configuration and support.
Note: Use FITC to set the soft straps that select this port as muxed with USB
3.0 Port 4 or muxed with SATA Port 5. FITC does not allow multiplexing
PCIe Port 2 with USB 3.0 Port 4 and SATA Port 5 simultaneously, and it is
not a supported configuration.
PCI Express Differential Receive Pair 2: These are PCI Express 2.0-based
inbound high-speed differential signals, and can be mapped to HSIO Port 6 or
HSIO Port 14.
Note: GbE can be mapped to PCIe Port 2 if PCIe Port 2 is selected at HSIO Port
PERp2 I 6. GbE cannot be mapped to PCle Port 2 if PCIe Port 2 is selected at HSIO
PERN2 Port 14. See Section 5.4 for details on GbE configuration and support.
Note: Use FITC to set the soft straps that select this port as muxed with USB
3.0 Port 4 or muxed with SATA Port 5. FITC does not allow multiplexing
PCIe Port 2 with USB 3.0 Port 4 and SATA Port 5 simultaneously, and it is
not a supported configuration.
PETp3 o PCI Express Differential Transmit Pair 3: These are PCI Express 2.0-based
PETN3 outbound high-speed differential signals, mapped to HSIO Port 7.
PERp3 I PCI Express Differential Receive Pair 3: These are PCI Express 2.0-based
PERN3 inbound high-speed differential signals, mapped to HSIO Port 7.
PETp4 o PCI Express Differential Transmit Pair 4: These are PCI Express 2.0-based
PETn4 outbound high-speed differential signals, mapped to HSIO Port 8.
PERp4 PCI Express* Differential Receive Pair 4: These are PCI Express 2.0-based
PERN4 I outbound high-speed differential signals, mapped to HSIO Port 8.
PETp5 o PCI Express Differential Transmit Pair 5: These are PCI Express 2.0-based
PETN5 outbound high-speed differential signals, mapped to HSIO Port 9.
PERp5 I PCI Express Differential Receive Pair 5: These are PCI Express 2.0-based
PERNS outbound high-speed differential signals, mapped to HSIO Port 9.
PETp6 o PCI Express Differential Transmit Pair 6: These are PCI Express 2.0-based
PETn6 outbound high-speed differential signals, mapped to HSIO Port 10.
PERp6 I PCI Express Differential Receive Pair 6: These are PCI Express 2.0-based
PERN6 outbound high-speed differential signals, mapped to HSIO Port 10.
PETp?7 o PCI Express Differential Transmit Pair 7: These are PCI Express 2.0-based
PETn7 outbound high-speed differential signals, mapped to HSIO Port 11.
PERp?7 I PCI Express Differential Receive Pair 7: These are PCI Express 2.0-based
PERNn7 outbound high-speed differential signals, mapped to HSIO Port 11.
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Table 2-3. PCI Express* Signals (Sheet 2 of 2)

Name Type Description
PETpS8 PCI Express Differential Transmit Pair 8: These are PCI Express 2.0-based
PETNnS o outbound high-speed differential signals, mapped to HSIO Port 12.
PERp8 I PCI Express Differential Receive Pair 8: These are PCI Express 2.0-based
PERNS outbound high-speed differential signals, mapped to HSIO Port 12.

Impedance Compensation Input: Connected to a 7.5 KQ (1%) precision

PCIE_RCOMP I external pull-up resistor to 1.5 V.
PCIE_IREF I Internal Reference Voltage: Connect directly to 1.5 V.

2.4 Serial ATA Interface

Table 2-4. Serial ATA Interface Signals (Sheet 1 of 2)

Name Type Description
Serial ATA Differential Transmit Pair 0: These outbound SATA Port 0 high-speed
SATA_TXpO o differential signals support 1.5 Gb/s, 3 Gb/s and 6 Gb/s, and are mapped to HSIO
SATA_TXnO Port 15. In compatible mode, SATA Port 0 is the primary master of SATA Controller
1.
Serial ATA Differential Receive Pair 0: These inbound SATA Port 0 high-speed
SATA_RXpO I differential signals support 1.5 Gb/s, 3 Gb/s and 6 Gb/s, and are mapped to HSIO
SATA_RXnO Port 15. In compatible mode, SATA Port 0 is the primary master of SATA Controller
1.
Serial ATA Differential Transmit Pair 1: These outbound SATA Port 1 high-speed
SATA_TXp1 o |differential signals support 1.5 Gb/s, 3 Gb/s and 6 Gb/s, and are mapped to HSIO
SATA_TXn1 Port 16. In compatible mode, SATA Port 1 is the secondary master of SATA Controller
1.
Serial ATA Differential Receive Pair 1: These inbound SATA Port 1 high-speed
SATA_RXp1 I differential signals support 1.5 Gb/s, 3 Gb/s and 6 Gb/s, and are mapped to HSIO
SATA_RXn1 Port 16. In compatible mode, SATA Port 1 is the secondary master of SATA Controller
1.
SATA_TXp2 Serial ATA Differential Transmit Pair 2: These outbound SATA Port 2 high-speed
- 2 (e} differential signals support 1.5 Gb/s, 3 Gb/s and 6 Gb/s, and are mapped to HSIO
SATA_TXn Port 17. In compatible mode, SATA Port 2 is the primary slave of SATA Controller 1.
SATA_RXp2 Serial ATA Differential Receive Pair 2: These inbound SATA Port 2 high-speed
- I differential signals support 1.5 Gb/s, 3 Gb/s and 6 Gb/s, and are mapped to HSIO
SATA_RXn2 Port 17. In compatible mode, SATA Port 2 is the primary slave of SATA Controller 1.
SATA_TXp3 Serial ATA Differential Transmit Pair 3: These outbound SATA Port 3 high-speed
S - 3 (0] differential signals support 1.5Gb/s, 3Gb/s and 6Gb/s, and are mapped to HSIO Port
ATA_TXn 18. In compatible mode, SATA Port 3 is the secondary slave of SATA Controller 1.
Serial ATA Differential Receive Pair 3: These inbound SATA Port 3 high-speed
SATA_RXp3 I differential signals support 1.5 Gb/s, 3 Gb/s and 6 Gb/s, and are mapped to HSIO
SATA_RXn3 Port 18. In compatible mode, SATA Port 3 is the secondary slave of SATA Controller
1.
Serial ATA Differential Transmit Pair 4: These outbound SATA Port 4 high-speed
differential signals support 1.5 Gb/s, 3 Gb/s and 6 Gb/s, and are mapped to HSIO
SATA_TXp4 o Port 13. In compatible mode, SATA Port 4 is the primary master of SATA Controller
SATA_TXn4 2.
Note: Use FITC to set the soft straps that select this port as PCIe Port 1. Default
configuration is SATA Port 4.
Serial ATA Differential Receive Pair 4: These inbound SATA Port 4 high-speed
differential signals support 1.5 Gb/s, 3 Gb/s and 6 Gb/s, and are mapped to HSIO
SATA_RXp4 1 Port 13. In compatible mode, SATA Port 4 is the primary master of SATA Controller
SATA_RXn4 2.
Note: Use FITC to set the soft straps that select this port as PCIe Port 1. Default
configuration is SATA Port 4.
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Serial ATA Interface Signals (Sheet 2 of 2)

Name Type Description

Serial ATA Differential Transmit Pair 5: These outbound SATA Port 5 high-speed

differential signals support 1.5 Gb/s, 3 Gb/s and 6 Gb/s, and are mapped to HSIO
SATA_TXp5 0 Port 14. In compatible mode, SATA Port 5 is the secondary master of SATA Controller
SATA_TXn5S 2.

Note: Use FITC to set the soft straps that select this port as PCIe Port 2. Default

configuration is SATA Port 5.

Serial ATA Differential Receive Pair 5: These inbound SATA Port 5 high-speed

differential signals support 1.5 Gb/s, 3 Gb/s and 6 Gb/s, and are mapped to HSIO
SATA_RXp5 1 Port 14. In compatible mode, SATA Port 5 is the secondary master of SATA Controller
SATA_RXn5 2.

Note: Use FITC to set the soft straps that select this port as PCIe Port 2. Default

configuration is SATA Port 5.

Serial ATA 0 General Purpose: When configured as SATAOGP, this is an input pin
SATAOGP / I that is used as an interlock switch status indicator for SATA Port 0. Drive the pin to
GPIO21 ‘0’ to indicate that the switch is closed and to ‘1’ to indicate that the switch is open.

The default use of this pin is GPIO21.

Serial ATA 1 General Purpose: When configured as SATA1GP, this is an input pin
SATA1GP / that is used as an interlock switch status indicator for SATA Port 1. Drive the pin to
GPIO19 I ‘0’ to indicate that the switch is closed and to ‘1’ to indicate that the switch is open.

The default use of this pin is GPIO19.

Serial ATA 2 General Purpose: When configured as SATA2GP, this is an input pin
SATA2GP / I that is used as an interlock switch status indicator for SATA Port 2. Drive the pin to
GPIO36 ‘0’ to indicate that the switch is closed and to ‘1’ to indicate that the switch is open.

The default use of this pin is GPIO36.

Serial ATA 3 General Purpose: When configured as SATA3GP, this is an input pin
SATA3GP / that is used as an interlock switch status indicator for SATA Port 3. Drive the pin to
GPIO37 I ‘0’ to indicate that the switch is closed and to ‘1’ to indicate that the switch is open.

The default use of this pin is GPIO37.

Serial ATA 4 General Purpose: When configured as SATA4GP, this is an input pin
SATA4GP / I that is used as an interlock switch status indicator for SATA Port 4. Drive the pin to
GPIO16 ‘0’ to indicate that the switch is closed and to ‘1’ to indicate that the switch is open.

The default use of this pin is GPIO16.

Serial ATA 5 General Purpose: When configured as SATASGP, this is an input pin
SATAS5GP / that is used as an interlock switch status indicator for SATA Port 5. Drive the pin to
GPIO49 I '0” to indicate that the switch is closed and to ‘1’ to indicate that the switch is open.

The default use of this pin is GPIO49.

Serial ATA LED: This signal is an open-drain output pin driven during SATA
SATALED# oD O command activity. It is to be connected to external circuitry that can provide the

current to drive a platform LED. When active, the LED is on. When tri-stated, the

LED is off. An external pull-up resistor to Vcc3_3 is required.

SGPIO Reference Clock: The SATA controller uses rising edges of this clock to
SCLOCK / D transmit serial data, and the target uses the falling edge of this clock to latch data.
GPIO22 OD O | The SClock frequency supported is 32 kHz.

If SGPIO interface is not used, this signal can be used as GPI022.

SGPIO Load: The controller drives a ‘1’ at the rising edge of SCLOCK to indicate
SLOAD / oD O either the start or end of a bit stream. A 4-bit vendor specific pattern will be
GPIO3S8 D transmitted right after the signal assertion.

If SGPIO interface is not used, this signal can be used as GPIO38.
SDATAOUTO / SGPIO Dataout: Driven by the controller to indicate the drive status in the
GPIO39 oD o following sequence: drive 0, 1, 2, 3, 4, 5,0, 1, 2...
SDATAOUT1 / If SGPIO interface is not used, the signals can be used as GPIO.
GPIO48

SATA_RCOMP

Impedance Compensation Input: Connected to a 7.5 KQ (1%) precision external
pull-up resistor to 1.5 V.

SATA_IREF

Internal Reference Voltage: Connect directly to 1.5 V.
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2.5 Clock Signals

Table 2-5. Clock Interface Signals (Sheet 1 of 2)
Name Type Description

100 MHz PCIe* 3.0 specification compliant differential output to
CLKOUT_ITPXDP_P o processor XDP/ITP connector on platform
CLKOUT_ITPXDP_N This Clock can be used for the 3rd PEG slot. Platform Over-clocking

will not be supported when this clock is used for 3rd PEG slot.
CLKOUT_DP_P o 135 MHz differential output for DisplayPort reference
CLKOUT_DP_N
CLKOUT_DPNS_P 0 135 MHz non-spread differential output for DisplayPort reference
CLKOUT_DPNS_N
CLKIN_DMI_P I Unused. Tie each signal to GND through a 10 KQ resistor.
CLKIN_DMI_N
CLKOUT_DMI_P o 100 MHz PClIe 3.0 specification compliant differential output to
CLKOUT_DMI_N processor
CLKIN_SATA_P 1 Unused. Tie each signal to GND through a 10 KQ resistor.
CLKIN_SATA_N
CLKIN_DOT96_P 1 Unused. Tie each signal to GND through a 10 KQ resistor.
CLKIN_DOT96_N
XTAL25_IN I Connection for 25 MHz crystal to PCH oscillator circuit
XTAL25_OUT (0] Connection for 25 MHz crystal to PCH oscillator circuit
REFCLK14IN I Unused. Tie signal to GND through a 10 KQ resistor.
CLKOUT_PEG_A_P o 100 MHz PClIe 3.0 specification compliant differential output to PCI
CLKOUT_PEG_A_N Express* Graphics device
CLKOUT_PEG_B_P o 100 MHz PCIe 3.0 specification compliant differential output to a
CLKOUT_PEG_B_N second PCI Express* Graphics device

Clock Request Signals for PCIe Graphics slots.
ZE’?EQ;CLKRQ#/ Can instead be used as GPIOs
PEG B ’CLKRQ# / I Note: External pull-up resistor required if used for CLKREQ#
GPIO56 functionality.

Note: These pins are not available in desktop packages.
CLKOUT_PCIE_P[7:0] o 100 MHz PClIe 2.0 specification compliant differential output to PCI
CLKOUT_PCIE_N[7:0] Express devices
CLKIN_GND_P 1 Unused. Tie each signal to GND through a 10 KQ resistor.
CLKIN_GND_N
PCIECLKRQO# / GPIO73, Clock Request Signals for PCI Express 100 MHz Clocks
PCIECLKRQ1# / GPIO18, 1/0 Can instead by used as GPIOs
PCIECLKRQ3# / GPIO25, Note: External pull-up resistor required if used for CLKREQ#
PCIECLKRQ4# / GP1026 functionality.

Clock Request Signals for PCI Express 100 MHz Clocks
PCIECLKRQ2# / GPI020 Can instead by used as GPIOs
PCIECLKRQ5# / GPIO44, 1/0 i ] ) .
PCIECLKRQ6# / GPIO45, Note: External pull-up resistor required if used for CLKREQ#
PCIECLKRQ7# / GP1046 functionality

Single-Ended, 33 MHz outputs to various connectors/devices. One of

. these signals must be connected to CLKIN_33MHZLOOPBACK to

CLKOUT_33MHZ[4:0] 0 function as a 33MHz clock loopback. This allows skew control for

variable lengths of CLKOUT_33MHZ[4:0].

33 MHz clock feedBack input, to reduce skew between PCH on-die 33
CLKIN_33MHZLOOPBACK I MHz clock and 33 MHz clock observed by connected devices.
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Table 2-5. Clock Interface Signals (Sheet 2 of 2)

Name Type Description

Configurable as a GPIO or as a programmable output clock which can
be configured as one of the following:

e 33 MHz

e 14.31818 MHz

e 48/24 MHz

e DC Output logic ‘0"

CLKOUTFLEXO! / GPIO64 1/0

Configurable as a GPIO or as a programmable output clock which can
be configured as one of the following:

e 33 MHz

e 14.31818 MHz

e 48/24 MHz

e DC Output logic ‘0"

CLKOUTFLEX1! / GPIO65 1/0

Configurable as a GPIO or as a programmable output clock that can
be configured as one of the following:

e 33 MHz

e 14.31818 MHz

e 48/24 MHz

e DC Output logic ‘0"

CLKOUTFLEX2! / GPIO66 1/0

Configurable as a GPIO or as a programmable output clock that can
be configured as one of the following:

e 33 MHz

e 1431818 MHz

e 48/24 MHz

e DC Output logic ‘0"

CLKOUTFLEX3! / GP1067 1/0

1/0 Differential Clock Bias Reference: Connected to an external

DIFFCLK_BIASREF precision resistor (7.5 KW £1%) to 1.5V

Internal Clock Bias Reference: Connect directly to a quiet 1.5V

ICLK_IREF 1/0 supply.

Note:

1. Itis highly recommended to prioritize 14.31818/24/48 MHz clocks on CLKOUTFLEX1 and CLKOUTFLEX3
outputs. Intel does not recommend configuring the 14.31818/24/48 MHz clocks on CLKOUTFLEX0 and
CLKOUTFLEX2 if more than two 33 MHz clocks in addition to the feedback clock are used on the
CLKOUT_33 MHz outputs.

2.6 Real Time Clock Interface

Table 2-6. Real Time Clock Interface

Name Type Description

Crystal Input 1: This signal is connected to the 32.768 kHz crystal. If no
RTCX1 Special | external crystal is used, then RTCX1 can be driven with the desired clock rate.
Maximum voltage allowed on this pinis 1.2 V.

Crystal Input 2: This signal is connected to the 32.768 kHz crystal. If no

RTCX2 Special external crystal is used, then RTCX2 must be left floating.
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External RTC Circuitry

The PCH implements an internal oscillator circuit that is sensitive to step voltage

changes in VccRTC. The following figure shows an example schematic recommended to

ensure correct operation of the PCH RTC.

Example External RTC Circuit

Signal Description

VccDSW3_3 N
(see note 3) L1 l IX VCCRTC
Schottky Diodes I 0.1uF
1Kg§ 1 X RTCX2
R1
| — 10MQ
Vbatt l 20KQS  20KQ 32-7%'“(”2 _[
g X RTCX1
1.0uF 1.0u ¢ l c2 l
i ~ - PX| RrcrsT#
PXsrTcRsT#
Notes:
1. The Reference Designators used in this example are arbitrarily assigned.
2. The exact capacitor values and tolerances for C1 and C2 must be based on the crystal maker

N hW

recommendations.

For platforms not supporting DeepSx, the VccDSW3_3 pins must be connected to the VccSUS3_3 pins.
Vbatt is voltage provided by the RTC battery (such as coin cell).

VccRTC, RTCX1, RTCX2, RTCRST#, and SRTCRST# are PCH pins.

VccRTC powers PCH RTC well.

RTCX1 is the input to the internal oscillator.

RTCX2 is the amplified feedBack (output) for the external crystal. Important: If a single-ended clock
source, such as an oscillator, is used instead of the crystal to generate the RTC frequency, you must
leave pin RTCX2 floating (no connect).

Interrupt Interface

Interrupt Signals

Name Type Description

SERIRQ

I/OD | Serial Interrupt Request: This pin implements the serial interrupt protocol.

PIRQ[D:A]#

PCI Interrupt Requests: In non-APIC mode, the PIRQx# signals can be routed
to interrupts 3, 4, 5,6, 7,9, 10, 11, 12, 14, or 15 as described in Section 5.9.6.
Each PIRQx# line has a separate Route Control register.

In APIC mode, these signals are connected to the internal I/O APIC in the
following fashion: PIRQA# is connected to IRQ16, PIRQB# to IRQ17, PIRQC# to
IRQ18, and PIRQD# to IRQ19. This frees the legacy interrupts.

1/0D

PIRQ[H:E]# /
GPIO[5:2]

PCI Interrupt Requests: In non-APIC mode the PIRQx# signals can be routed
to interrupts 3, 4, 5,6, 7,9, 10, 11, 12, 14, or 15 as described in Section 5.9.6.
Each PIRQx# line has a separate Route Control register.

In APIC mode, these signals are connected to the internal I/O APIC in the
following fashion: PIRQE# is connected to IRQ20, PIRQF# to IRQ21, PIRQG# to
IRQ22, and PIRQH# to IRQ23. This frees the legacy interrupts. If not needed for
interrupts, these signals can be used as GPIO.

1/0D

Note:

PIRQ Interrupts can only be shared if it is configured as level sensitive. They cannot be shared if
configured as edge triggered.
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2.9 Processor Interface

Table 2-8. Processor Interface Signals

Name

Type

Description

RCIN#

Keyboard Controller Reset Processor: The keyboard controller can generate

INIT# to the processor. This saves the external OR gate with the PCH’s other

sources of INIT#. When the PCH detects the assertion of this signal, INIT# is

generated using a VLW message to the processor.

Note: The PCH will ignore RCIN# assertion during transitions to the S3, S4,
and S5 states.

PROCPWRGD

Processor Power Good: This signal should be connected to the processor
UNCOREPWRGOOD input to indicate when the processor power is valid.

PMSYNCH

Power Management Sync: Provides state information from the PCH to the
processor.

PECI

1/0

Platform Environment Control Interface: Single-wire, serial bus.

THRMTRIP#

Thermal Trip: When low, this signal indicates that a thermal trip from the
processor occurred, and the PCH will immediately transition to a S5 state. The
PCH will not wait for the processor stop grant cycle since the processor has
overheated.

2.10 Direct Media Interface (DMI) to Host Controller

Table 2-9. Direct Media Interface Signals

Name Type Description
DMI_TXPO o Direct Media Interface Differential Transmit Pair 0: This signal is an output
DMI_TXNO from the PCH to the processor.
DMI_RXPO 1 Direct Media Interface Differential Receive Pair 0: This signal is an input to
DMI_RXNO the PCH from the processor.
DMI_TXP1 o Direct Media Interface Differential Transmit Pair 1: This signal is an output
DMI_TXN1 from the PCH to the processor.
DMI_RXP1 1 Direct Media Interface Differential Receive Pair 1: This signal is an input to
DMI_RXN1 the PCH from the processor.
DMI_TXP2 o Direct Media Interface Differential Transmit Pair 2: This signal is an output
DMI_TXN2 from the PCH to the processor.
DMI_RXP2 I Direct Media Interface Differential Receive Pair 2: This signal is an input to
DMI_RXN2 the PCH from the processor.
DMI_TXP3 o Direct Media Interface Differential Transmit Pair 3: This signal is an output
DMI_TXN3 from the PCH to the processor.
DMI_RXP3 I Direct Media Interface Differential Receive Pair 3: This signal is an input to
DMI_RXN3 the PCH from the processor.

Impedance Compensation Input: Connected to a 7.5 KQ (1%) precision

DMI_RCOMP I external pull-up resistor to 1.5 V.
DMI_IREF I Internal Reference Voltage: Connect directly to 1.5 V.
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Signal Description

Intel® Flexible Display Interface (Intel® FDI)

Table 2-10. Intel® Flexible Display Interface (Intel® FDI) Signals

Signal Name Type Description
FDI_RXPO I FDI Display Link Receive Pair 0
FDI_RXNO
FDI_RXP1 I FDI Display Link Receive Pair 1
FDI_RXN1
FDI_CSYNC o FDI Composite synchronization signal
FDI_INT (0] Used for Display interrupts from PCH to processor.
FDI_RCOMP I E:;i;;?;a(r;t.:g Iggnlggz/ssta:ifg {/nput: Connected to an external precision
FDI_IREF I Internal Reference Voltage: Connected to 1.5V

2.12

Analog Display/VGA DAC Signals

Table 2-11. Analog Display Interface Signals

Name Type Description
VGA RED (] RED Analog Video Output: This signal is a VGA Analog video output
— A from the internal color palette DAC.
(0} GREEN Analog Video Output: This signal is a VGA Analog video output
VGA_GREEN A from the internal color palette DAC.
VGA BLUE 0 BLUE Analog Video Output: This signal is a VGA Analog video output
— A from the internal color palette DAC.
DAC IREF 1/0 Resistor Set: Set point resistor for the internal color palette DAC. A 649Q
— A resistor is required between DAC_IREF and motherboard ground.
VGA HSYNC (0] VGA Horizontal Synchronization: This signal is used as the horizontal
— HVCMOS | sync (polarity is programmable) or “sync interval”. 2.5 V output
0 VGA Vertical Synchronization: This signal is used as the vertical sync
VGA_VSYNC HVCMOS | (polarity is programmable). 2.5 V output.
VGA_DDC_CLK 1/0 Monitor Control Clock
COD
VGA_DDC_DATA 1/0 Monitor Control Data
COD
VGA_IRTN é{)(l)D Monitor Current Return

2.13

Digital Display Signals

Table 2-12. Digital Display Signals (Sheet 1 of 2)

Name Type Description
DDPB_AUXP 1/0 Port B: DisplayPort* Aux
DDPB_AUXN 1/0 Port B: DisplayPort Aux Complement
DDPB_HPD I Port B: HPD Hot-Plug Detect
DDPB_CTRLCLK 1/0 Port B: HDMI* Port B Control Clock.
DDPB_CTRLDATA 1/0 Port B: HDMI Port B Control Data.
DDPC_AUXP 1/0 Port C: DisplayPort Aux
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Table 2-12. Digital Display Signals (Sheet 2 of 2)

2.14

Note:

Name Type Description
DDPC_AUXN 1/0 Port C: DisplayPort Aux Complement
DDPC_HPD I Port C: HPD Hot-Plug Detect
DDPC_CTRLCLK 1/0 Port C:HDMI Port C Control Clock
DDPC_CTRLDATA 1/0 Port C:HDMI Port C Control Data
DDPD_AUXP 1/0 Port D: DisplayPort Aux
DDPD_AUXN I/0 Port D: DisplayPort Aux Complement
DDPD_HPD I Port D: Hot-Plug Detect
DDPD_CTRLCLK 1/0 Port D:HDMI Port D Control Clock
DDPD_CTRLDATA 1/0 Port D:HDMI Port D Control Data

embedded DisplayPort* (eDP*) Backlight Control

Signals

These signals can be left as No Connect (float) if eDP is not used.

Table 2-13. embedded DisplayPort* (eDP*) backlight control signals

2.15

Name Type Description
eDP* Panel power Enable: Panel power control enable.
eDP_VDDEN 1/0 This signal is also called VDD_dBL in the CPIS specification and is used
to control the VDC source of the panel logic.
eDP Backlight Enable: Panel backlight enable control for eDP.
eDP_BKLTEN /0 This signal is also called ENA_BL in the CPIS specification and is used to
gate power into the backlight circuitry.
eDP Panel Backlight Brightness control: Panel brightness control for
eDP_BKLTCTL 1/0 ebP.

This signal also called VARY_BL in the CPIS specification and is used as
the PWM Clock input signal

Intel® High Definition Audio (Intel® HD Audio)

Link

Table 2-14. Intel® High Definition Audio (Intel® HD Audio) Link Signals (Sheet 1 of 2)

Datasheet

Name Type Description
HDA_RST# o Intel® High Definition Audio Reset: Master hardware reset to external
codec(s).
HDA SYNC o Intel High Definition Audio Sync: 48 kHz fixed rate sample sync to the
— codec(s). This signal is also used to encode the stream number.
HDA BCLK o Intel High Definition Audio Bit Clock Output: 24.000 MHz serial data
— clock generated by the Intel High Definition Audio controller (the PCH).
Intel High Definition Audio Serial Data Out: Serial TDM data output to
the codec(s). This serial output is double-pumped for a bit rate of 48 Mb/s
for Intel High Definition Audio.
HDA_SDO (e}

Note: This signal is sampled as a functional strap. See Section 2.18 for
more details. There is a weak integrated pull-down resistor on this
pin.
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Table 2-14. Intel® High Definition Audio (Intel® HD Audio) Link Signals (Sheet 2 of 2)

Name

Type Description

HDA_SDI[3:0]

Intel High Definition Audio Serial Data In [3:0]: Serial TDM data
inputs from the codecs. The serial input is single-pumped for a bit rate of
24 Mb/s for Intel High Definition Audio. These signals have integrated pull-
I down resistors, which are always enabled.

Note: During enumeration, the PCH will drive this signal. During normal
operation, the CODEC will drive it.

GPIO33

HDA_DOCK_EN# /

Intel High Definition Audio Dock Enable: This signal controls the
external Intel HD Audio docking isolation logic. This is an active low signal.
When de-asserted, the external docking switch is in isolate mode. When
asserted, the external docking switch electrically connects the Intel HD
Audio dock signals to the corresponding PCH signals.

This signal can instead be used as GPIO33. This signal defaults to GPIO33

mode after PLTRST#. BIOS is responsible for configuring GPIO33 to
HDA_DOCK_EN# mode.

GPIO13

HDA_DOCK_RST# /

Intel High Definition Audio Dock Reset: This signal is a dedicated
HDA_RST# signal for the codec(s) in the docking station. Aside from
operating independently from the normal HDA_RST# signal, it otherwise
0 works similarly to the HDA_RST# signal.

This signal is shared with GPIO13. This signal defaults to GPIO13 mode
after PLTRST#. BIOS is responsible for configuring GPIO13 to
HDA_DOCK_RST# mode.

2.16 Low Pin Count (LPC) Interface

Table 2-15. Low Pin Count (LPC) Interface Signals

Name Type Description
LAD[3:0] 1/0 LPC _Multlplexed Command, Address, Data: For LAD[3:0], internal pull-ups are
provided.

LFRAME# (0] LPC Frame: LFRAME# indicates the start of an LPC cycle, or an abort.

LDRQO# LPC Serial DMA/Master Request Inputs: LDRQ[1:0]# are used to request DMA or
4 bus master access. These signals are typically connected to an external Super I/O

:-;DRE)%]:,:# / I device. An internal pull-up resistor is provided on these signals.

PI LDRQ1# may optionally be used as GPIO23.

2.17 General Purpose 1I/0 Signals

The following table summarizes the GPIOs in the PCH. The control for the GPIO signals
is handled through an independent 128-byte I/O space. The base offset for this space is
selected by the GPIO_BAR register in D31:F0 configuration space. See Section 12.10

for details.

Highlights of GPIO Features

a. GPIO pins powered from DSW: If pin is configured as GPIO then it follows the
SUS well (does not follow DSW) and its content is wiped out when SUS is
removed.

b. Only GPIO[31:0] are blink-capable.

c. When the default of a multiplexed GPIO is Native but the desired functionality is
GPIO, care should be taken to ensure the signal is stable until it is initialized to
GPIO functionality.
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Glitch-less Output means the signal is ensured to be stable (no glitch) during
power on and when switching mode of operation from Native to GPIO or GPIO
to Native. Glitch-less Input means the signal has built-in de-glitch protection
that gates the input signal until power has become stable (the input is ignored
during this time).

The following GPIOs are capable of generating SMI#, SCI, or NMI: GPIO[60, 57,
56, 43, 27, 22, 21, 19, 17, 15:0].

GPIO_USE_SEL[31:0], GPIO_USE_SEL2[63:32] and GPIO_USE_SEL3[75:64]
select whether the pin is selected to function as GPIO (GPIO_USE_SEL[x] = 1)
or Native (GPIO_USE_SEL[x] = 0). However, the PCH Soft Straps (SPI Flash)
take precedence if there is a mismatch with GPIO_USE_SEL.

GP_IO_SEL[31:0], GP_IO_SEL[63:32] and GP_IO_SEL[75:64] select whether
the pin is an output (GP_IO_SEL[x] = 0) or an input (GP_IO_SEL[x] = 1). The
value written to or reported in this register is invalid when the pin is programmed
to Native function.

If the corresponding GPIO has been set as an input, and GPI_ROUT has been
programmed for NMI functionality, the GPI_NMI_EN[15:0] is used to allow
active-high or active-low NMI events (depending on the polarity selected by
GPI_INV[31:0]).

All the GP_RST_SEL registers are only resetable by RSMRST#. GPIO
Configuration registers within the Core Well are reset whenever PWROK is de-
asserted.

GPIO Configuration registers within the Suspend Well are reset when RSMRST#
is asserted, CF9h reset (06h or OEh), or SYS_RESET# is asserted. However,
CF9h reset and SYS_RESET# events can be masked from resetting the Suspend
well GPIO by programming appropriate GPIO Reset Select (GPIO_RST_SEL)
registers. See Section 12.10 for details.

GPIO24 is an exception to the other GPIO Signals in the Suspend Well and is not
reset by CF9h reset (06h or OEh)

Table 2-16. General Purpose I/0 Signals (Sheet 1 of 5)

P Default Glitch-less
Name \?vv:ﬁr (Neot?euz) GPI Event Description
Input Output

GPIOO Core GPI Yes No No Multiplexed with BMBUSY #.
GPIO1 Core GPI Yes Yes No Desktop and Mobile: Available as GPIO1 only (Note 4).
(ﬁgtlgg) Core GPI Yes No No Multiplexed PIRQE#.
('(\?gtlé)g) Core GPI Yes No No Multiplexed PIRQF#.
(ﬁgtlgg) Core GPI Yes No No Multiplexed PIRQG#.
GPIO5 Multiplexed PIRQH#.
(Note 8) Core GPI Yes No No
GPIO6 Core GPI Yes Yes No Desktop and Mobile: Available as GPIO6 only (Note 4).
GPIO7 Core GPI Yes Yes No Desktop and Mobile: Available as GPIO7 only (Note 4).
GPIOS8 Sus GPO Yes No No Unmultiplexed.

. Multiplexed with OC5#. When configured as GPIO, default
GPIO9 Sus Native Yes No No direction is Input (GPI).

) Multiplexed with OC6#. When configured as GPIO, default
GPIO10 Sus Native Yes No No direction is Input (GPI).
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Table 2-16. General Purpose I/0 Signals (Sheet 2 of 5)

Glitch-less

Power Default N
Name well (Note 2) GPI Event Description
Input Output
. Multiplexed with SMBALERT#. When configured as GPIO,
GPIO11 Sus Native Yes Yes No default direction is Input (GPI).
Multiplexed with LAN_PHY_PWR_CTRL. GPIO / Native
DSW . functionality is controlled using soft strap. When
GP1012 (Note 9) Native Yes No No configured as GPIO, default direction is Output (GPO).
(Note 11)
Sus Mobile: Multiplexed with HDA_DOCK_RST#.
GPIO13 (nge GPI Yes No No Desktop: Available as GPIO13 only (Note 4).
. Multiplexed with OC7#. When configured as GPIO, default
GPIO14 Sus Native Yes No No direction is Input (GPI).
GPIO15 Sus GPO Yes No Yes Unmultiplexed.
GPIO16 Core GPI No No No Multiplexed with SATA4GP.
(Note 11)
GPIO17 Core GPI Yes Yes No Desktop and Mobile: Available as GPIO17 only (Note 4).
Multiplexed with PCIECLKRQ1#. External pull-up resistor
) required for Native function.
GPIO18 Core Native No No No When configured as GPIO, default direction is Output
(GPO).
GPIO19 Multiplexed with SATA1GP.
(Note 5) Core GPI Yes No No
Multiplexed with PCIECLKRQ2#. External pull-up resistor
. required for Native function.
GPIO20 | Core Native No No NO | \When configured as GPIO, default direction is Output
(GPO).
GPIO21 Core GPI Yes No No Multiplexed with SATAOGP.
GPIO22 Core GPI Yes No No Multiplexed with SCLOCK.
GPIO23 Core Native No No No Multiplexed with LDRQ1#.
GP1024 Unmultiplexed.
(Note 1) Sus GPO No No Yes
Multiplexed with PCIECLKRQ3+#. External pull-up resistor
. required for Native function.
PIO2 N N N N
GP1025 Sus ative ° ° ° When configured as GPIO, default direction is Output
(GPO).
Multiplexed with PCIECLKRQ4#. External pull-up resistor
. required for Native function.
GP1026 Sus Native No No No When configured as GPIO, default direction is Output
(GPO).
Unmultiplexed. Can be configured as wake input to allow
wakes from Deep Sx but, since the pin is shared, the PCH
counts on this pin remaining asserted until PLTRST# de-
asserts or the PCH may latch the pin assertion as a LAN
wake request.
e Intel LAN Present: This pin is connected to the
LANWAKE# pin on the LAN PHY, is used to signal a ME
DSW or host wake to the PCH. The pin may also be driven
GP1027 (Note 9) GPI No No No by the platform to cause a host wake, but it must be

de-asserted whenever PLTRST# is de-asserted and
may only be used to wake the host (GPIO27 wake
enable must always be set).

e No Intel LAN Present: This pin does not have a
specific usage model for connection on the board, but
allows the OEM/ODM customers a custom method to
wake from Deep Sx.

74

Datasheet



Signal Description

Table 2-16. General Purpose I/0 Signals (Sheet 3 of 5)

Power Default Glitch-less
Name Well (Note 2) GPI Event Description
Input Output
GPI1028 Sus GPO No No Yes Unmultiplexed.

Multiplexed with SLP_WLAN#.

DSW GPIO / Native functionality is controlled using soft strap.
GPI1029 Native No No Yes When configured as GPIO, default direction is Output
(Note 9) (GPO)

(Note 11, 15)

Multiplexed with SUSPWRDNACK, SUSWARN#.

SUSPWRDNACK mode is the default mode of operation. If

?\‘Plto%g) Sus Native No No Yes the system supports Deep Sx, then subsequent boots will
(Note 9) default to SUSWARN# mode. (Note 23)

When configured as GPIO, default direction is Input (GPI).

Notes:

1. Toggling this pin at a frequency higher than 10 Hz is
not supported.

GPIO31 DSW 2. Desktop: GPIO_USE_SEL[31] is internally hardwired
GPI No No Yes to a 1b, which means GPIO mode is permanently
(Note 3) | (Note 9)
selected and cannot be changed.

3. Mobile: This GPIO pin is permanently appropriated
by the ME as MGPIO2 for ACPRESENT function (not
available as a true GPIO).

Desktop: Available as GPIO32 only (Note 4).

Mobile: GPIO_USE_SEL2[0] is internally hardwired to a

GPIO32 Core GPO No No No Ob, which means Native mode is permanently selected
and cannot be changed (not available as GPIO). External
pull-up to Core well is required for CLKRUN#.

GPIO33 Desktop: Available as GPIO33 only (Note 4).

C GP N N N

(Note 5) ore © ° ° ° Mobile: Also available as HDA_DOCK_EN#.

GPIO34 Core GPI No No No Unmultiplexed.

GPIO35 Core GPO No No Yes Desktop and Mobile: Available as GPIO35 only (Note 4).

GPIO36 Multiplexed with SATA2GP.

(Note 5) Core GPI No No No

GPIO37 Multiplexed with SATA3GP.

(Note 5) Core GPI No No No

GPIO38 Core GPI No No No Multiplexed with SLOAD.

GPIO39 Core GPI No No No Multiplexed with SDATAOUTO.

. Multiplexed with OC1#.
GPIO40 Sus Native No No No When configured as GPIO, default direction is Input (GPI).
. Multiplexed with OC2#.
GPIO41 Sus Native No No No When configured as GPIO, default direction is Input (GPI).
. Multiplexed with OC3#.
PIO42 N N N N
GPIO Sus ative ° ° ° When configured as GPIO, default direction is Input (GPI).
. Multiplexed with OC4#.
PIO4 N Y N N

GPIO43 Sus ative es ° ° When configured as GPIO, default direction is Input (GPI).
Multiplexed with PCIECLKRQ5#. External pull-up resistor

GPIO44 Sus Native No No No required for Native function.

When configured as GPIO, default direction is Input (GPI).

Multiplexed with PCIECLKRQ6#. External pull-up resistor

GPIO45 Sus Native No No No required for Native function.

When configured as GPIO, default direction is Input (GPI).
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Table 2-16. General Purpose I/0 Signals (Sheet 4 of 5)

Glitch-less
GPI Event Description
Input Output

Power Default

Name | “wei | (Note 2)

Multiplexed with PCIECLKRQ7#. External pull-up resistor
GPIO46 Sus Native No No No required for Native function.
When configured as GPIO, default direction is Input (GPI).

Desktop: This pin is not available in the package as GPIO
GP1047 Sus Native No No No or Native.
Mobile: Multiplexed with PEG_A_CLKRQ#.

GPIO48 Core GPI No No No Multiplexed with SDATAOUT1.

GPI049 Core GPI No Yes No Multiplexed with SATAS5GP.
(Note 11)

GPIO50 Core GPI No No No Unmultiplexed.

GPIO51 Unmultiplexed.

(Note 5) Core GPO No No No

GPIO52 Core GPI No No No Unmultiplexed.

GPIO53 Unmultiplexed.

(Note 5) Core GPO No No No

GPIO54 Core GPI No No No Unmultiplexed.

GPIO55 GPO No No No Unmultiplexed.

(Note 5) Core

Desktop a: This pin is not available in the package as
GPIO56 Sus Native Yes No No GPIO or Native.
Mobile: Multiplexed with PEG_B_CLKRQ#.

Unmultiplexed. Can be re-purposed for NFC interface
GPI1O57 Sus GPI Yes No Yes input.
(Note 10)

Multiplexed with SML1CLK.
When configured as GPIO, default direction is Input (GPI).

Multiplexed with OCO#.
When configured as GPIO, default direction is Input (GPI).

Multiplexed with SMLOALERT#.
When configured as GPIO, default direction is Input (GPI).

Multiplexed with SUS_STAT#.

GPIO61 Sus Native No No Yes When configured as GPIO, default direction is Output
(GPO).

GPIO62 Multiplexed with SUSCLK (Note 13).

(Note 5) Sus Native No No No When configured as GPIO, default direction is Output
(GPO).

Multiplexed with SLP_S5#.

GPIO63 Sus Native No No Yes When configured as GPIO, default direction is Output
(GPO).

Multiplexed with CLKOUTFLEXO.

GPIO64 Core Native No No No When configured as GPIO, default direction is Output
(GPO).

Multiplexed with CLKOUTFLEX1.

GPIO65 Core Native No No No When configured as GPIO, default direction is Output
(GPO).

Multiplexed with CLKOUTFLEX2.

GPI1066 Core Native No No No When configured as GPIO, default direction is Output
(GPO).

GPIO58 Sus Native No Yes No

GPIO59 Sus Native No No No

GPIO60 Sus Native Yes Yes No
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Table 2-16. General Purpose I/0 Signals (Sheet 5 of 5)

Power Default Glitch-less
Name Well (Note 2) GPI Event Description
Input Output

Multiplexed with CLKOUTFLEX3.

GPIO67 Core Native No No No When configured as GPIO, default direction is Output
(GPO).

GPIO68 Core GPI No Yes No Desktop and Mobile: Available as GPIO68 only (Note 4).

GPIO69 Core GPI No Yes No Desktop and Mobile: Available as GPIO69 only (Note 4).

GPIO70 Core Native No Yes No Desktop and Mobile: Available as GPIO70 only (Note 4).
(Note 11)

GPIO71 Core Native No Yes No Desktop and Mobile: Available as GPIO71 only (Note 4).
(Note 11)
Desktop: Available as GPIO72 only (Note 4).

GPIO72 (N%f;"’g) Native No No No | Mobile: Also available as BATLOW#.
Requires external pull-up resistor to DSW well.
Multiplexed with PCIECLKRQO#.

GPIO73 Sus Native No No No External pull-up resistor required for Native function.
When configured as GPIO, default direction is Input (GPI).
Multiplexed with SML1ALERT#/TEMP_ALERT#.

. When configured as GPIO, default direction is Input (GPI).

GP1074 Sus Native No Yes No Can be re-purposed for NFC interface input.

(Note 10, 11, 21)
) Multiplexed with SML1DATA.

GPIO75 Sus Native No ves No When configured as GPIO, default direction is Input (GPI).

Notes:

1. GPIO[24] register bits are not cleared by CF9h reset by default, it is programmable through
GP_RST_SEL[24]

2. Internal pull-up or pull-down may be present when Native functionality is selected. Refer to Table 3-1 for

more details.

3. Internal pull-down resistor may be enabled in Deep Sx mode based on DSX_CFG configuration bit, as

follows: ‘1’ (pin will be driven by platform in Deep Sx) -> Z; - ‘0’ (pin will NOT be driven by platform in
Deep Sx) -> Internal pull-down. Refer to DSX_CFG register (RCBA+3334h) for more details.

4.  For pins that are available as GPIO-only: if the power-on default is Native, BIOS is still required to configure
the pin as GPIO by writing to the pin’s GPIO_USE_SEL register, even though the pin is only available as
GPIO.

5. A functional strap also exists on this pin.

6. Glitch-less Inputs are ensured, by circuit design, to de-glitch the input. Glitch-less Outputs are ensured, by
circuit design, to not generate any glitches on the output during power-on.

7. The GPIO pins which are capable of generating NMI message when it is configured as input, its GPI_ROUT
register is configured NMI functionality and its corresponding GPI NMI Enable (GNE) bit is set. NMI event is
positive edge trigger based on the signal and after GPI Inversion logic.

8. When GPIO[5:2] are configured as output GPIOs, they behave in an open drain manner.

9. This SUS well pin will be controlled by DSW logic. GPIO functionality is only available when the SUS well is
powered.

10. GPIO 74 or GPIO 57 can be used for NFC on a platform. The NFC option can be set through FITC in ME
configuration settings.

11. For GPIOs where GPIO versus Native Mode is configured using SPI Soft Strap, the corresponding
GPIO_USE_SEL bits for these GPIOs have no effect. The GPIO_USE_SEL bits for these GPIOs may change
to reflect the Soft-Strap configuration even though GPIO Lockdown Enable (GLE) bit is set.

12. GPIO13 is located in the HDA Suspend well. It can only be used if VccsusHDA is powered.

13. GPIO62 defaults as Native SUSCLK. If this pin is to be configured as GPIO, it is required that the board
ensure that the 32.768 kHz toggle rate does not affect the receiving logic of the pin until it is set as GPIO.

14. When switching from GPIO at logic 1 to the native functionality, the pin must not glitch low.

15. A soft strap (PMC_SOFT_STRAP_2 register[7] GP23MGPIO3_SLPWLAN_SEL) to enable switching between
SLP_WLAN# (default) or GP29/MPGIO3. By default the strap is Ob, which enables the SLP_WLAN# pin
function when sus well is up. When soft strap is loaded and value is 1b, the pin returns to its regular GPIO
or MGPIO mode while SLP_WLAN# function no longer exists. Also take into account of note 11.

16. GPIO72 will default to mobile (native) until determining if this is mobile or desktop SKU.

17. GPIO may toggle until after

18. N/A

19. N/A

20. N/A
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21. The choice of which native mode, SML1ALERT# or TEMP_ALERT#, is determined by a soft strap.

22. N/A

23. SUSPWRDNACK Mode is the default mode of operation. If the system supports DeepSx, then subsequent

boots will default to SUSWARN# mode.

Functional Straps

The PCH implements hardware functional straps that are used to configure specific
functions within the PCH and processor very early in the boot process, before BIOS or
software intervention. Some are sampled at the rising edge of PWROK, while others at
the rising edge of RSMRST# to select configurations (except as noted), and then revert
later to their normal usage. When Descriptor Mode is enabled, the PCH will read Soft
Strap data out of the SPI device prior to the de-assertion of reset to both the Intel
Management Engine and the Host system. In some cases, the soft strap data may
override the hardware functional straps. See Section 5.26.2 for information on

Descriptor Mode.

Table 2-17. Functional Strap Definitions (Sheet 1 of 3)

Signal Usage When Sampled Comment
This signal has a weak internal pull-up.
This field determines the destination of accesses to the BIOS
memory range. Also controllable using Boot BIOS Destination
bit (Chipset Config Registers: Offset 3410h:Bit 10). This strap is
used in conjunction with Boot BIOS Destination Selection 1
strap.
Bit11 Bit 10 Boot BIOS
Destination
0 1 Reserved
1 0 Reserved
SATALGP / Boot Bbli(tD[S) Strap Rising edge of 1 1 SPI (default)
GPIO19 (BBSO) PWROK 0 0 LPC
Notes:

4. See Section 10.1.49 for additional information.

1. The internal pull-up is disabled after PLTRST# de-asserts.

2. If option 00 (LPC) is selected, BIOS may still be placed on
LPC, but the platform is required to have SPI flash
connected directly to the PCH SPI bus with a valid
descriptor in order to boot.

3. Boot BIOS Destination Select to LPC/PCI by functional
strap or using Boot BIOS Destination Bit will not affect SPI
accesses initiated by Intel ME or Integrated GbE LAN.

5. This signal is in the Core well.
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Table 2-17. Functional Strap Definitions (Sheet 2 of 3)

Enable

Signal Usage When Sampled Comment

This signal has a weak internal pull-up.

This field determines the destination of accesses to the BIOS

memory range. Also controllable using Boot BIOS Destination

bit (Chipset Config Registers: Offset 3410h:Bit 11). This strap is

used in conjunction with Boot BIOS Destination Selection 0

strap.

Bit11 Bit 10 Boot BIOS
Destination
0 1 Reserved
1 0 Reserved
Boot BIOS Strap ce 1 1 SPI (default)
GPIOS51 bit 1 Rising edge of 0 0 LpC
(BBS1)

Notes:

1. The internal pull-up is disabled after PLTRST# de-asserts.

2. If option 00 (LPC) is selected, BIOS may still be placed on
LPC, but the platform is required to have SPI flash
connected directly to the PCH's SPI bus with a valid
descriptor in order to boot.

3. Boot BIOS Destination Select to LPC/PCI by functional
strap or using Boot BIOS Destination Bit will not affect SPI
accesses initiated by Intel ME or Integrated GbE LAN.

4. See Section 10.1.49 for additional information.

5. This signal is in the Core well.

This signal has a weak internal pull-down.

0 = Disable Intel ME Crypto Transport Layer Security (TLS)
cipher suite (no confidentiality).

1 = Enable Intel ME Crypto Transport Layer Security (TLS)

- cipher suite (with confidentiality). Must be pulled up to
e/ TLS Confidentiality | Risind edge of support Intel® AMT with TLS and Intel SBA (Small
Business Advantage) with TLS.

Notes:

1. The internal pull-down is disabled after PLTRST# de-
asserts.

2. This signal is in the Core well.

This signal has a weak internal pull-down.

Risi d £ Notes:
HDA_SDO Reserved ISIS\?VSO?(G ° 1. The internal pull-down is disabled after PLTRST# de-
asserts.

2. This signal is in the Suspend well.

This signal has a weak internal pull-down.

HDA_DOCK_EN# Rising edge of | Notes:
"GPIO33 / Reserved ISIS\?VSO?(G ° 1. The internal pull-down is disabled after PLTRST# de-
asserts.

2. This signal is in the Core well.

This signal does not have an internal resistor; an external

resistor is required.

0 = DCPSUS1, DCPSUS2 and DCPSUS3 are powered from an
external power source (should be connected to an external
VRM). External VR powering option is for Mobile Only;

INTVRMEN Integrated VRM Always Desktop should not pull the strap low.

1 = Integrated VRMs enabled. DCPSUS1, DCPSUS2 and
DCPSUS3 can be left as No Connect.

Notes:

1. This signal is always sampled.
2. This signal is in the RTC well.

GPIO62 / SUSCLK

PLL On-Die Voltage
Regulator Enable

Rising edge of
RSMRST#

This signal has a weak internal pull-up.

0 Disable PLL On-Die voltage regulator.

1 Enable PLL On-Die voltage regulator.

Notes:

1. Theinternal pull-up is disabled after RSMRST# de-asserts.
2. This signal is in the Suspend well.
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Table 2-17. Functional Strap Definitions (Sheet 3 of 3)

Signal Usage When Sampled Comment

This signal does not have an internal resistor; an external

resistor is required.

0 = Disable Integrated DeepSx Well (DSW) On-Die Voltage
Regulator. This mode is only supported for testing

DeepSx Well On- environments.
DSWVRMEN Die Voltage Always 1 = Enable DSW 3.3 V-to-1.05 V Integrated DeepSx Well
Regulator Enable (DSW) On-Die Voltage Regulator. This must always be
pulled high on production boards.

Notes:

1. This signal is always sampled.

2. This signal is in the RTC well.

The signal has a weak internal pull-down.

0 = Disable "No Reboot” mode.

1 = Enable "No Reboot” mode (PCH will disable the TCO Timer
system reboot feature). This function is useful when
running ITP/XDP.

SPKR No Reboot Rising edge of | Notes:

1. The internal pull-down is disabled after PLTRST# de-
asserts.

2. The status of this strap is readable using the NO REBOOT
bit (Chipset Config Registers: RCBA + Offset 3410h:Bit 5).

3. See Section 10.1.49 for additional information.

4. This signal is in the Core well.

This signal has a weak internal pull-up.

Rising edge of | Notes:
GPIO53 Reserved
PWROK 1. The internal pull-up is disabled after PLTRST# de-asserts.

2. This signal is in the Core well.

The signal has a weak internal pull-up.

0 = Enable “Top Swap” mode.

1 = Disable "Top Swap” mode.

» Notes:
GPIOS5 Top Swap Override R'S'S\?Vsdo?(e of | 1. The internal pull-up is disabled after PLTRST# de-asserts.

2. Software will not be able to clear the Top Swap mode bit
until the system is rebooted.

3. The status of this strap is readable using the Top Swap bit
(Chipset Config Registers: RCBA + Offset 3414h:Bit 0).

4. This signal is in the Core well.

DDPB_CTRLDATA

Port B Detected

Rising edge of
PWROK

This signal has a weak internal pull-down.
0 = Port B is not detected.

1 Port B is detected.
Notes:
1. The internal pull-down is disabled after PLTRST# de-

asserts.
2. This signal is in the Core well.

DDPC_CTRLDATA

Port C Detected

Rising edge of
PWROK

This signal has a weak internal pull-down.

0 = Port C is not detected.
1 = Port C is detected.

Notes:
1. The internal pull-down is disabled after PLTRST# de-
asserts.

2. This signal is in the Core well.

DDPD_CTRLDATA

Port D Detected

Rising edge of
PWROK

This signal has a weak internal pull-down.

0 = Port D is not detected.
1 = Port D is detected.

Notes:
1. The internal pull-down is disabled after PLTRST# de-
asserts.

2. This signal is in the Core well.

Note:
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2.19

SMBus Interface

Table 2-18. SMBus Interface Signals

2.20

Name Type Description
SMBDATA I/0D SMBus Data: External pull-up resistor is required.
SMBCLK I/0D SMBus Clock: External pull-up resistor is required.

SMBALERT# /
GPIO11

I

SMBus Alert: This signal is used to wake the system or generate SMI#.
This signal may be used as GPIO11.

System Management Interface

Table 2-19. System Management Interface Signals

2.21

Name Type Description

Intruder Detect: This signal can be set to disable the system if box detected
INTRUDER# I open. This signal status is readable, so it can be used like a GPI if the Intruder

Detection is not needed.
SMLODATA 1/0D ﬁ;si;erg:lm?elaa:\gement Link 0 Data: SMBus link to external PHY. External pull-
SMLOCLK 1/0D System Management Link 0 Clock: SMBus link to external PHY. External

pull-up is required.

SMLink Alert 0: Output of the integrated LAN controller to external PHY.
(S;I;IILC()JQ(I).ERT# / O OD | External pull-up resistor is required.

This signal can instead be used as GPIO60.

SMLink Alert 1: Alert for the ME SMBus controller to optional Embedded

Controller or BMC. A soft-strap determines the native function SML1ALERT# or
SML1ALERT# / TEMP_ALERT# usage. When soft-strap is 0, function is SML1ALERT#, when
TEMP_ALERT# / 00D soft-strap is 1, function is TEMP_ALERT#. This pin can also be set to function as
GPIO74 GPIO74.

External pull-up resistor is required on this pin.

System Management Link 1 Clock: SMBus link to optional Embedded
2:;':::-(;.'(5:'8-'( / I/OD | Controller or BMC. External pull-up resistor is required.

This signal can instead be used as GPIO58.

System Management Link 1 Data: SMBus link to optional Embedded
ZI\F”IIL(])-?E'?TA / 1/0D | Controller or BMC. External pull-up resistor is required.

This signal can instead be used as GPIO75.

Controller Link

Table 2-20. Controller Link Signals

Datasheet

Signal Name

Type

Description

CL_RST#

(0]

Controller Link Reset: Controller Link reset that connects to a Wireless
LAN Device supporting Intel Active Management Technology. This signal is in
the Suspend power well.

CL_CLK

1/0

Controller Link Clock: Bi-directional clock that connects to a Wireless LAN
Device supporting Intel Active Management Technology. This signal is in the
Suspend power well.

CL_DATA

1/0

Controller Link Data: Bi-directional data that connects to a Wireless LAN
Device supporting Intel Active Management Technology. This signal is in the
Suspend power well.
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2.22 Serial Peripheral Interface (SPI)

Table 2-21. Serial Peripheral Interface (SPI) Signals

Name Type Description
SPI CLK o SPI Clock: SPI clock signal, during idle the bus owner will drive the clock
— signal low. Supported frequencies are 20 MHz, 33 MHz and 50 MHz.
SPI CSO# o SPI Chip Select 0: Used to select the primary SPI Flash device.
— Note: This signal cannot be used for any other type of device than SPI Flash.
SPI_CS1# o SPI Chip Select 1: Used to select an optional secondary SPI Flash device.

Note: SPI_CSO0# cannot be used for any other type of device than SPI Flash.

SPI Chip Select 2: Used to select the TPM device if it is connected to the SPI
o interface, it cannot be used for any other type of device than TPM.

SPI_CS2# Note: TPM can be configured through soft straps to operate over LPC or SPI,
but no more than 1 TPM is allowed in the system.
SPI Master OUT Slave IN: Defaults as a data output pin for PCH in Dual
SPI MOSI 1/0 Output Fast Read mode. Can be configured with a soft strap as a bidirectional

signal (SPI_IOO0) to support the new Dual I/O Fast Read, Quad I/O Fast Read
and Quad Output Fast Read modes.

SPI Master IN Slave OUT: Defaults as a data input pin for PCH in Dual Output
SPI MISO 1/0 Fast Read mode. Can be configured with a soft strap as a bidirectional signal

— (SPI_IO1) to support the new Dual I/0O Fast Read, Quad I/0 Fast Read and
Quad Output Fast Read modes.

SPI Data I/O: A bidirectional signal used to support the new Dual
SPI_IO2 1/0 I/0 Fast Read, Quad I/O Fast Read and Quad Output Fast Read modes. This
signal is not used in Dual Output Fast Read mode.

SPI Data I/O: A bidirectional signal used to support the new Dual
SPI_IO3 1/0 I/0 Fast Read, Quad I/O Fast Read and Quad Output Fast Read modes. This
signal is not used in Dual Output Fast Read mode.

2.23 Manageability Signals

The following signals can be optionally used by the Intel ME supported applications and
appropriately configured by Intel Management Engine Firmware. When configured and
used as a manageability function, the associated host GPIO functionality is no longer
available. If the manageability function is not used in a platform, the signal can be used
as a host General Purpose I/0 or a native function.

The manageability signals are referred to as Management Engine GPIO pins (MGPIO
pins), which are GPIO pins that can be controlled through Intel ME FW.

Table 2-22. MGPIO Conversion Table (Sheet 1 of 2)

MGPIO GPIO Well Default Usage
0 24 Sus -
1 30 SuUs SUSWARN# or SUSPWRDNACK
2 31 SuUs ACPRESENT
3 29 SuUs SLP_WLAN#
4 60 SuUs SMLOALERT#
5 57 SuUs Required for NFC (assumes GPIO74 is not setup for NFC)
6 27 DSW Intel ME Wake Input
7 28 Sus -
8 74 sus ) SML1ALERT#/TEMP_AL_ERT# or
Required for NFC (assumes GPIO 57 is not setup for NFC)
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Table 2-22. MGPIO Conversion Table (Sheet 2 of 2)

MGPIO GPIO Well Default Usage
9 16 MAIN SATA4GP#
10 49 MAIN SATAS5GP#
11 58 Sus SML1CLK
12 75 Sus SML1DATA

Table 2-23. Client Manageability Signals

Power

Name Type well

Description

Can be configured as a wake input for the Intel ME. This pin is
implemented in the DSW in order to allow wakes from the DeepSx
MGPIO6 I/0 DSW state. This pin does not have a specific usage model for connection
on the board, but allows the OEM/ODM customers a custom
method to wake from DeepSx.

Note: See Table 2-22 for the MGPIO conversion table.

2.24 Power Management Interface

Table 2-24. Power Management Interface Signals (Sheet 1 of 4)

Name Type Description

ACPRESENT: This input pin indicates when the platform is plugged into AC
power or not. In addition to the previous Intel ME to EC communication, the
PCH uses this information to implement the DeepSx policies. For example,
the platform may be configured to enter DeepSx when in S4 or S5 and only
when running on battery. This is powered by DeepSx Well.

I Note: This signal is muxed with GPIO31 but GPIO_USE_SEL[31] is
internally hardwired to a 1b, which means GPIO mode is
permanently selected and cannot be changed.

Mobile: This GPIO pin is permanently appropriated by the Intel ME as
MGPIO2 for ACPRESENT function.

Desktop: This pin is only GPI031, ACPRESENT is not supported.

Active Sleep Well (ASW) Power OK: When asserted, this signal
indicates that power to the ASW sub-system is stable.

ACPRESENT
/ GPIO31

APWROK I

Battery Low: This signal is available in Mobile package only. An input from
the battery to indicate that there is insufficient power to boot the system.
Assertion will prevent wake from S3-S5 state. This signal can also be
enabled to cause an SMI# when asserted. For the Mobile package, this
signal is multiplexed with GPIO72. In the Desktop package, this signal is
only available as GPIO72. This signal must be tied high to the VCCDSW3_3,
which will be tied to VccSUS3_3 on DeepSx disabled platforms.

Note: See Table 2-16 for Desktop implementation pin requirements.

BATLOW# / GPIO72 I

Bus Master Busy: Generic bus master activity indication driven into the
BMBUSY# PCH. This signal can be configured to set the PM1_STS.BM_STS bit. The

/ GPIOO signal can also be configured to assert indications transmitted from the PCH
to the processor using the PMSYNCH pin.

CLKRUN# (Mobile LPC Clock Run: This signal is used to support LPC CLKRUN protocol. It
Only) / GPIO32 1/0 connects to peripherals that need to request clock restart or prevention of
(Desktop Only) clock stopping. Not available in Desktop.

DPWROK: Power OK Indication for the VccDSW3_3 voltage rail. This input
DPWROK I is tied together with RSMRST# on platforms that do not support DeepSx.

This signal is in the RTC well.
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Table 2-24. Power Management Interface Signals (Sheet 2 of 4)

Name

Type

Description

DRAMPWROK

(0] X6]

DRAM Power OK: This signal should connect to the processor’s
SM_DRAMPWROK pin. The PCH asserts this pin to indicate when DRAM
power is stable.

This pin requires an external pull-up.

LAN_PHY_PWR_CT
RL / GPIO12

LAN PHY Power Control: LAN_PHY_PWR_CTRL should be connected to
LAN_DISABLE_N on the PHY. PCH will drive LAN_PHY_PWR_CTRL low to put
the PHY into a low power state when functionality is not needed.

Notes:

1. LAN_PHY_PWR_CTRL can only be driven low if SLP_LAN# is de-
asserted.

2. Signal can instead be used as GPIO12.

PLTRST#

Platform Reset: The PCH asserts PLTRST# to reset devices on the
platform (such as SIO, FWH, LAN, processor, and so on). The PCH asserts
PLTRST# during power-up and when S/W initiates a hard reset sequence
through the Reset Control register (I/O port CFOh). The PCH drives
PLTRST# active a minimum of 1 ms when initiated through the Reset
Control register (I/0 port CF9h).

Note: PLTRST# isin the VccSUS3_3 well.

PLTRST_PROC#

Platform Reset Processor: A 1.0 V copy of PLTRST# pin. This signal is

the main host platform reset and should directly connect to the processor
pin PLTRSTIN#. No on-board logic is required to level shift the voltage of
this signal.

PWRBTN#

Power Button: The Power Button will cause SMI# or SCI to indicate a
system request to go to a sleep state. If the system is already in a sleep
state, this signal will cause a wake event. If PWRBTN# is pressed for more
than 4 seconds, this will cause an unconditional transition (power button
override) to the S5 state. Override will occur even if the system is in the
S1-S4 states. This signal has an internal pull-up resistor and has an
internal 16 ms de-bounce on the input. This signal is in the DSW well.

PWROK

Power OK: When asserted, PWROK is an indication to the PCH that all of
its core power rails have been stable for at least 5 ms. PWROK can be
driven asynchronously. When PWROK is negated, the PCH asserts
PLTRST#.

Notes:

1. Itis required that the power rails associated with PCI/PCIe (typically
the 3.3V, 5V, and 12 V core well rails) have been valid for 99 ms
prior to PWROK assertion in order to comply with the 100 ms PCI 2.3/
PCIe* 2.0 specification on PLTRST# de-assertion.

2.  PWROK must not glitch, even if RSMRST# is low.

RI#

Ring Indicate: This signal is an input from a modem. It can be enabled as
a wake event, and this is preserved across power failures.

RSMRST#

Resume Well Reset: This signal is used for resetting the resume power
plane logic. This signal must be asserted for at least t201 after the suspend
power wells are valid. When de-asserted, this signal is an indication that
the suspend power wells are stable.

SLP_A#

SLP_A#: This signal is used to control power to the active sleep well
(ASW) of the PCH.

SLP_LAN#

LAN Sub-System Sleep Control: When SLP_LAN# is de-asserted, it
indicates that the PHY device must be powered. When SLP_LAN# is
asserted, power can be shut off to the PHY device. SLP_LAN# will always
be de-asserted in SO and anytime SLP_A# is de-asserted.

SLP_WLAN#/
GPIO29

WLAN Sub-System Sleep Control: When SLP_WLAN# is asserted, power
can be shut off to the external wireless LAN device. SLP_WLAN# will always
will be de-asserted in SO.

Note: The selection between native and GPIO mode is based on a soft
strap. The soft strap default is '0', SLP_WLAN# mode. Even though
the pin is in the deep sleep well (DSW), the native and GPIO
functionality is only available when the SUS well is powered. Set
soft strap to ‘1’ to use the GPIO mode.
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Table 2-24. Power Management Interface Signals (Sheet 3 of 4)

Name

Type

Description

SLP_S3#

(o]

S3 Sleep Control: SLP_S3+# is for power plane control. This signal shuts
off power to all non-critical systems when in S3 (Suspend To RAM), S4
(Suspend to Disk), or S5 (Soft Off) states.

SLP_S4#

S4 Sleep Control: SLP_S4# is for power plane control. This signal shuts
power to all non-critical systems when in the S4 (Suspend to Disk) or S5
(Soft Off) state.

Note: This pin must be used to control the DRAM power in order to use
the PCH’s DRAM power-cycling feature.

SLP_S5# / GPIO63

S5 Sleep Control: SLP_S5# is for power plane control. This signal is used
to shut power off to all non-critical systems when in the S5 (Soft Off)
states.

This pin may also be used as GPIO63.

SLP_SUS#

DeepSx Indication: When asserted (driven low), this signal indicates the
PCH is in DeepSx state where internal Sus power is shut off for enhanced
power saving. When de-asserted (driven high), this signal indicates exit
from DeepSx state and Sus power can be applied to PCH. If DeepSx is not
supported, this pin can be left unconnected.

This pin is in the DSW power well.

SUSACK#

SUSACK#: If DeepSx is supported, the EC/motherboard controlling logic

must change SUSACK# to match SUSWARN# once the EC/motherboard

controlling logic has completed the preparations discussed in the

description for the SUSWARN# pin.

Note: SUSACK# is only required to change in response to SUSWARN# if
DeepSx is supported by the platform.

This pin is in the Sus power well.

SUS_STAT# /
GPIO61

Suspend Status: This signal is asserted by the PCH to indicate that the
system will be entering a low power state soon. This can be monitored by
devices with memory that need to switch from normal refresh to suspend
refresh mode. It can also be used by other peripherals as an indication that
they should isolate their outputs that may be going to powered-off planes.

This pin may also be used as GPIO61.

SUSCLK /GPIO62

Suspend Clock: This clock is an output of the RTC generator circuit to use
by other chips for refresh clock.

This pin may also be used as GPIO62.

SUSWARN# /
SUSPWRDNACK /
GPIO30

SUSWARNZ#: This pin asserts low when the PCH is planning to enter the
DeepSx power state and remove Suspend power (using SLP_SUS#). The
EC/motherboard controlling logic must observe edges on this pin, preparing
for SUS well power loss on a falling edge and preparing for SUS well related
activity (host/Intel ME wakes and runtime events) on a rising edge.
SUSACK# must be driven to match SUSWARN# once the above preparation
is complete. SUSACK# should be asserted within a minimal amount of time
from SUSWARN# assertion as no wake events are supported if SUSWARN#
is asserted but SUSACK# is not asserted. Platforms supporting DeepSx, but
not wishing to participate in the handshake during wake and DeepSx entry
may tie SUSACK# to SUSWARN#.

This pin may be multiplexed with a GPIO for use in systems that do not
support DeepSx. This pin is multiplexed with SUSPWRDNACK since it is not
needed in DeepSx supported platforms.

Reset type: RSMRST#

This signal is multiplexed with GPIO30 and SUSPWRDNACK.

SUSPWRDNACK /
SUSWARN# / GPIO30

SUSPWRDNACK: Active high. Asserted by the PCH on behalf of the Intel
ME when it does not require the PCH Suspend well to be powered.

Platforms are not expected to use this signal when the PCH’s DeepSx
feature is used.

This signal is multiplexed with GPIO30 and SUSWARN#.

SYS_PWROK

System Power OK: This generic power good input to the PCH is driven
and utilized in a platform-specific manner. While PWROK always indicates
that the core wells of the PCH are stable, SYS_PWROK is used to inform the
PCH that power is stable to some other system component(s) and the
system is ready to start the exit from reset.
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Table 2-24. Power Management Interface Signals (Sheet 4 of 4)

2

Name

Type Description

SYS_RESET#

System Reset: This signal forces an internal reset after being debounced.
The PCH will reset immediately if the SMBus is idle; otherwise, it will wait
up to 25 ms £2 ms for the SMBus to idle before forcing a reset on the
system.

WAKE#

PCI Express* Wake Event in Sx: This signal is in DSW and behaves as
an input pin in Sx states. Sideband wake signal on PCI Express asserted by
components requesting wake up.

PCIe OBFF on this pin has been de-featured and is not supported.

I/0D

.25

Power and Ground Signals

Table 2-25. Power and Ground Signals (Sheet 1 of 2)

86

Name Description
DCPRTC Decoupling: This signal is for RTC decoupling only. The signal requires decoupling.
DCPSST Decoupling: Internally generated 1.5 V powered from Suspend Well. This signal
requires decoupling. Decoupling is required even if this feature is not used.
1.05 V Suspend well power.
If INTVRMEN is strapped high, power to this well is supplied internally and this pin
should be left as no connect.
DCPSUS1 . . .
If INTVRMEN is strapped low, power to this well must be supplied by an external 1.05 V
suspend rail.
Note: External VR mode applies to Mobile Only.
1.05 V Suspend well power for USB 2.0.
If INTVRMEN is strapped high, power to this well is supplied internally and this pin
should be left as no connect.
DCPSUS2 ; ) .
If INTVRMEN is strapped low, power to this well must be supplied by an external 1.05 V
suspend rail.
Note: External VR mode applies to Mobile Only.
1.05 V Suspend well power for USB 3.0.
If INTVRMEN is strapped high, power to this well is supplied internally and these pins
should be left as no connect.
DCPSUS3 ; . .
If INTVRMEN is strapped low, power to this well must be supplied by an external 1.05 V
suspend rail.
Note: External VR mode applies to Mobile Only.
DCPSUSBYP Decoupling: This signal is for decoupling internally generated 1.05 V DeepSx only.
vee 1.05 V supply for core well logic. This power may be shut off in S3, S4, S5, or G3
states.
VCC3_3 3.3 V supply for core well I/0O buffers.
1.05 V supply for the Active Sleep Well. Provides power to the Intel ME and integrated
VCCASW LAN. This plane must be on in SO and other times the Intel ME or integrated LAN is
used.
3.3 V (can drop to 2.0 V min. in G3 state) supply for the RTC well. This power is not
expected to be shut off unless the RTC battery is removed or completely drained.
VCCRTC Note: Implementations should not attempt to clear CMOS by using a jumper to pull
VccRTC low. Clearing CMOS can be done by using a jumper on RTCRST# or
GPI.
1.05 V supply for I/0 buffers. This power may be shut off in S3, S4, S5, Deep Sx or G3
VCCIO
states.
Vccsus3_3 St'a3t(\e/ supply for suspend well I/O buffers. This power may be shut off in DeepSx or G3
VCCSUSHDA Suspend supply for Intel HD Audio. This pin can be either 1.5 or 3.3 V.
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Table 2-25. Power and Grou

intel

nd Signals (Sheet 2 of 2)

Name Description
VCCVRM 1.5 V supply for internal VRMs. This power may be shut off in S3, S4, S5, Deep Sx, or
G3 states.
1.5 V supply for Display DAC Analog Power. This power may be shut off in S3, S4, S5,
VCCADAC1_S Deep Sx, or G3 states.
3.3 V supply for Display DAC Band Gap. This power may be shut off in S3, S4, S5, Deep
VCCADACBG3_3 Sx, or G3 states.
VSS Ground.
VCCCLK 1.05V Analog power supply for internal clock PLL. This power may be shut off in S3, S4,
S5, Deep Sx, or G3 states.
3.3 V Analog power supply for internal clock PLL. This power may be shut off in S3, S4,
VCCCLK3_3 S5, Deep Sx, or G3 states.
1.05V supply for processor interface signals. This power may be shut off in S3, S4, S5,
V_PROC_IO Deep Sx, or G3 states. Connect to the same supply as the PCH VCCIO; do not tie this
signal to the processor.
VCCDSW3_3 3.3 V supply for DeepSx wells. If the platform does not support Deep Sx, then tie to
VcecSUS3_3.
3.3 V supply for SPI Controller Logic. This rail must be powered when VccASW is
powered.
VCCSPI . ) )
Note: This rail can be optionally powered on 3.3 V Suspend power (VccSUS3_3)
based on platform needs.
1.05V Analog power supply for USB PLL. This power may be shut off in S3, S4, S5,
VCCUSBPLL Deep Sx, or G3 states.

2.26 Thermal Signals

Table 2-26. Thermal Signals

Signal Name Type Description
PECI I/0 Platform Environment Control Interface: Single-wire, serial bus.
Internal Reference Voltage: Thermal sensor low-cap analog reference
TD_IREF I bias current. This should be connected to Vss (ground) using an external

resistor of 8.2 KQ.

2.27 Miscellaneous Signals

Table 2-27. Miscellaneous Signals (Sheet 1 of 2)

Name

Type Description

INTVRMEN

Internal Voltage Regulator Enable: When pulled high, this signal enables
the internal 1.05 V regulators for the Suspend well in the PCH. This signal must
remain asserted for the VRMs to behave properly (no glitches allowed).

This signal must be pulled-up to VCCRTC on desktop platforms and may

optionally be pulled low on mobile platforms if using an external VR for the
VCCSUS rail.

DSWVRMEN

I DeepSx Well Internal Voltage Regulator Enable: This signal enables the
internal DSW 1.05 V regulators and must be always pulled-up to VCCRTC.
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Table 2-27. Miscellaneous Signals (Sheet 2 of 2)

2.28

Name

Type

Description

SPKR

Speaker: The SPKR signal is the output of counter 2 and is internally *"ANDed”
with Port 61h Bit 1 to provide Speaker Data Enable. This signal drives an
external speaker driver device, which in turn drives the system speaker. Upon
PLTRST#, its output state is 0.

Note: SPKR is sampled as a functional strap. There is a weak integrated pull-
down resistor on SPKR pin.

RTCRST#

RTC Reset: When asserted, this signal resets register bits in the RTC well.

Notes:

1. Unless CMOS is being cleared (only to be done in the G3 power state), the
RTCRST# input must always be high when all other RTC power planes are
on.

2. In the case where the RTC battery is dead or missing on the platform, the
RTCRST# pin must rise before the DPWROK pin.

SRTCRST#

Secondary RTC Reset: This signal resets the manageability register bits in
the RTC well when the RTC battery is removed.

Notes:

1. The SRTCRST# input must always be high when all other RTC power
planes are on.

2. Inthe case where the RTC battery is dead or missing on the platform, the
SRTCRST# pin must rise before the RSMRST# pin.

SML1ALERT#/
TEMP_ALERT#/
GPIO74

oD

TEMP_ALERT#: This signal is used to indicate a PCH temperature out of
bounds condition to an external EC, when PCH temperature is greater than
value programmed by BIOS. An external pull-up resistor is required on this
signal.

Note: A soft-strap determines the native function SML1ALERT# or

TEMP_ALERT# usage. When soft-strap is 0, function is SML1ALERT#,
when soft-strap is 1, function is TEMP_ALERT#.

PME#

I/0D

PCI Power Management Event: PCI peripherals drive PME# to wake the
system from low-power states S1-S5. PME# assertion can also be enabled to
generate an SCI from the SO state. In some cases the PCH may drive PME#
active due to an internal wake event. The PCH will not drive PME# high, but it
will be pulled up to VccSUS3_3 by an internal pull-up resistor.

PME# is still functional and can be used with PCI legacy mode on platforms
using a PClIe-to-PCI bridge. Downstream PCI devices would need to have PME#
routed from the connector to the PCH PME# pin.

Testability Signals

Table 2-28. Testability Signals

88

Name Type Description
Test Clock Input (TCK): The test clock input provides the clock
ITAG_TCK I for the JTAG test logic.
ITAG TMS I Test Mode Select (TMS): The signal is decoded by the Test
- Access Port (TAP) controller to control test operations.
Test Data Input (TDI): Serial test instructions and data are received by
ITAG_TDI I the test logic at TDI.
ITAG_TDO oD Test Data Output (TDO): TDO is the serial output for test

instructions and data from the test logic defined in this standard.

Note: IJTAG Pin definitions are from IEEE Standard Test Access Port and Boundary-Scan Architecture (IEEE
Std. 1149.1-2001)
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2.29

Table 2-29. Test Pins

Datasheet

Reserved / Test Pins

Name Description
TP1 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP2 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP3 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP4 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP5 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP6 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP7 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP8 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP9 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP10 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP11 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP12 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP13 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
P14 Intel Reserved Pin: Must have a pull-up resistor to VCC3_3. Standard resistor
value in the range of 4.7 KQ to 15 KQ.
TP15 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP16 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP17 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP18 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP19 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP20 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP21 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP22 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP23 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP24 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).
TP25 Intel Reserved Pin: Leave as No Connect (float, no breakout necessary).

Note: The Test Point descriptions provided in this table apply to both Desktop and Mobile packages.
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3 PCH Pin States

3.1 Integrated Pull-Ups and Pull-Downs
Table 3-1. Integrated Pull-Up and Pull-Down Resistors (Sheet 1 of 2)
Signal Resistor Type Nominal Notes
USB2p/n[13:0] Pull-down 15K 4
SATA1GP/GPIO19,
SUSCLK/GPIO62, Pull-up 20K 3,7,24
GPIOS55, GPIO53, GPIOS1,
SATA2GP/GPIO36,
SATA3GP/GPIO37,
SPKR, Pull-down 20K 3,7
DDP[B:D]_CTRLDATA
HDA_DOCK_EN#,
HDA_SDO Pull-down 15K 2,7,12, 24
SATA4GP/GPIO16,
SATA5GP/GPI049 Pull-up 20K 3,5
PCIECLKRQ5#/GP1044,
PCIECLKRQ7#/GP1046, Pull-up 20K 3,11
GPIO8
USB3[T/R] [p/n] [6:1] Pull-down 15K 4
HDA_SDI[3:0],
HDA_SYNC Pull-down 15K 2,12
SPI_CLK,
SPL_CS[2:0]# Pull-up 20K 3,23
SPI_MOSI Pull-up or
Pull-down 20K 3,22
SPI_MISO,
SPI_IO3, Pull-up 20K 3,8
SPI_IO2
PECI Pull-down 350 17
LAD[3:0],
LDRQO#, Pull-up 20K 3
LDRQ1#
PWRBTN# Pull-up 20K 3
WAKE # Pull-down 20K 3,9,19
GPIO31 (ACPRESENT) Pull-down 20K 3,9
SUSACK# Pull-up 20K 2
GP1027 Pull-down 20K 3,9, 20
PME# Pull-up 20K 3
CL_CLK, CL_DATA Pull-up/Pull-down 31.25/100 13
CLKOUT_33MHZ[4:0],
- 1,1
CLKOUTFLEX[3:0]/GPIO[67:64] Pull-down 20K , 10
JTAG_TDI,
JTAG_TMS Pull-up 20K 3
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Table 3-1. Integrated Pull-Up and Pull-Down Resistors (Sheet 2 of 2)

Signal Resistor Type Nominal Notes
JTAG_TCK Pull-down 20K 3
PET/R p/n[8:1], pull
. ull-up or

USB3T/R p/n[6:1], Pull-down 50 14
SATA_TX/RX p/n [6:1]
FDI_RX p/n[1:0], Pull-up or 50 14
DMI_TX/RX p/n[3:0] Pull-down

Notes:

1. Simulation data shows that these resistor values can range from 10 kQ to 45 kQ.

2. Simulation data shows that these resistor values can range from 9 kQ to 50 kQ.

3. Simulation data shows that these resistor values can range from 15 kQ to 40 kQ.

4. Simulation data shows that these resistor values can range from 14.25 kQ to 24.8 kQ.

5. GPIO16 has two native functions - the 1st native function (SATAP4_PCIEP1_SELECT) is selected if the Flex

16.

17.
18.
19.
20.

21.
22.

23.

24,

Datasheet

I/0 soft strap SATAP4_PCIEP1_MODE = 11b and takes precedence over any other assignments to this pin
(that is, if this is selected, writes to GPIO_USE_SEL are ignored). If SATAP4_PCIEP1_MODE is not set to
11b, the GPIO_USE_SEL register can be used to select the 2nd native function (SATA4GP) or GPIO
functionality. Setting SATAP4_PCIEP1_MODE = 11b also enables an internal pull-up resistor in this pin to
allow Flexible I/O selection of SATA Port 4 or PCle Port 1 to be done based on the type of card installed (If
sampled value = 1, select SATA; if sampled value = 0, select PCIe). The same behavior is true of pin
SATA5GP/GPIO49 when the soft strap SATAP5_PCIEP2_MODE = 11b. Soft straps are handled through FITc.
N/A

This signal is a PCH functional strap; the pull-up or pull-down on this signal is disabled after it is sampled as
a PCH functional strap.

This signal has a weak internal pull-up that is always on.

N/A

The pull-down is disabled after the pins are driven strongly to logic 0 when PWROK is asserted.

The pull-up or pull-down on this signal is disabled after RSMRST# de-asserts. This pin is not a functional
strap.

The internal pull-down on HDA_SYNC and HDA_SDO is enabled during reset.

The Controller Link Clock and Data buffers use internal pull-up or pull-down resistors to drive a logical 1 or
0.

Termination resistors may be present if signal is enabled (that is, related Port is not disabled). These
resistors appear to be strong pull-downs or pull-ups on the signals.

Internal pull-down resistor may be enabled in Deep Sx mode based on DSX_CFG configuration bit, as
follows: 1’ (pin will be driven by platform in Deep Sx) -> Z; - *0’ (pin will NOT be driven by platform in
Deep Sx) -> Internal pull-down. Refer to DSX_CFG register (RCBA+3334h) for more details.

When the interface is in BUS IDLE, the internal pull-down of 10 kQ is enabled. In normal transmission, a
400 Q pull-down takes effect, the signal will be overridden to logic 1 with pull-up resistor (37 Q) to VCC
1.5V

This is a 350-Q normal pull-down, signal will be overridden to logic 1 with pull-up resistor (31 Q) to VCC
1.05 V.

N/A

Regardless of internal pull-up or pull-down, an external pull-up resistor is still required.

External pull-up if Intel wired LAN is present (pull-up to SUS/DSW based on deepest wake on LAN support
desired).

N/A

Weak internal pull-up resistor is enabled when APWROK is de-asserted and is switched to a weak internal
pull-down resistor when APWROK and PLTRST# are both asserted.

Signals are tri-stated with weak pull-up resistors when APWROK is de-asserted. SPI_CS1# remains tri-
stated with a weak pull-up resistor when APWROK and PLTRST# are both asserted.

Some signals may not be available in all SKUs. Check signal and SKU descriptions.
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Note:
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Output Signals Planes and States

Table 3-2 shows the power plane associated with the output and I/0O signals, as well as
the state at various times. Within the table, the following terms are used:

“DL” PCH drives low.

“DH" PCH drives high.

“IPU” Internal pull-up.

“IPD” Internal pull-down.

T Toggling or signal is transitioning because function not stopping.
“High-z2" Tri-state. PCH not driving the signal high or low.

“Defined” Driven to a level that is defined by the function or external pull-

up/pull-down resistor (will be high or low).

“Off"” The power plane is off; PCH is not driving when configured as an
output or sampling when configured as an input.

Pin state within table assumes interfaces are idle and default pin configuration for
different power states.

Signal levels are the same in S3, S4 and S5, except as noted.

In general, PCH suspend well signal states are indeterminate and undefined and may
glitch prior to RSMRST# de-assertion.

PCH core well signal states are indeterminate and undefined and may glitch prior to
PWROK assertion. However, this does not apply to THRMTRIP# as this signal is
determinate and defined prior to PWROK assertion.

DSW indicates PCH Deep Sx Well. This state provides a few wake events and critical
context to allow system to draw minimal power in S3, S4 or S5 states. In general, PCH
DSW signal states are indeterminate, undefined and may glitch prior to DPWROK
assertion. The signals that are determinate and defined prior to DPWROK assertion will
have a note added as a reference.

ASW indicates PCH Active Sleep Well. This power well contains functionality associated
with active usage models while the host system is in Sx.
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Table 3-2. Output Signals — Power Plane and States in Desktop, Mobile Configurations
(Sheet 1 of 4)

Signal Name Power Plane | During Reset?3 :?:::e:ei:teetﬂz‘{; S3/S4/S5 Deep Sx
USB Interface
USB2p/n[13:0] Suspend IPD IPD IPD Off
SRR | e | ol
PCI Express*
PETp/n[2:1] 2* Su%%irég or 1PD! 1PD! Off Off
PETp/n[8:3] Core 1pD! 1pD! off Off
SATA Interface
SATA_TXp/n[3:0] Core 1put pult Off Off
SATA_TXp/n[5:4]%% Core 1put 1Pyt Off Off
SATALED# Core High-Z High-Z Off Off
SCLOCK Core High-Z High-Z Off Off
SLOAD Core High-z High-zZ Off Off
SDATAOUT[1:0] Core High-Z High-Z Off Off
Clocking Signals
CLKOUT_ITPXDP_P/N core | et | (plettorm
CLKOUT_DP_P/N Core T T Off Off
CLKOUT_DPNS_P/N Core T T Off Off
CLKOUT_DMI_P/N Core T T Off Off
XTAL25_OUT Core High-Z High-Z Off Off
CLKOUT_PEG_A_P/N Core T T Off Off
CLKOUT_PEG_B_P/N Core T T Off Off
CLKOUT_PCIE_P/N[7:0] Core T T Off Off
CLKOUT_33MHZ[4:0] Core T T Off Off
CLKOUTFLEX(3:0] core | fgobtors | (olatorm ort or
DIFFCLK_BIASREF Core High-Z High-Z Off Off
ICLK_IREF Core High-Z High-Z Off Off
Interrupt Interface
SERIRQ Core High-Z High-Z Off Off
PIRQ[D:A]# Core High-Z High-Z Off Off
PIRQ[H:E]# Core High-Z High-Z Off Off
Processor Interface
PROCPWRGD Core DL DH Off Off
PMSYNCH Core DL DL Off Off
DMI

DMI_TXp/n[3:0] Core IPU or IPD1/ 21 IPU or IPD1/ 21 Off Off

Datasheet 93



n ®
l n t e l PCH Pin States

Table 3-2. Output Signals — Power Plane and States in Desktop, Mobile Configurations
(Sheet 2 of 4)

Signal Name Power Plane | During Reset?3 :?:::elf;:g:% S3/S4/S5 Deep Sx
Intel® Flexible Display Interface (Intel® FDI)
FDI_CSYNC Core High-z2 High-z2 Off Off
FDI_INT Core High-z2 High-z2 Off Off
Analog Display / VGA DAC Signals
VGA—R\EgA\_’gﬁJ—SREEN' Core High-Z High-Z off off
DAC_IREF Core High-Z DL Off Off
VGA_HSYNC Core DL DL Off Off
VGA_VSYNC Core DL DL Off Off
VGA_DDC_CLK Core High-Z High-zZ Off Off
VGA_DDC_DATA Core High-Z High-Z Off Off
VGA_IRTN Core High-Z High-Z Off Off
Digital Display Interface
DDP[D:B]_AUXP/N Core IPD IPD Off Off
DDPB_CTRLCLK,
DDPC_CTRLCLK, Core High-Z High-Z Off Off
DDPD_CTRLCLK
DDPB_CTRLDATA,
DDPC_CTRLDATA, Core 1PD3 High-Z Off Off
DDPD_CTRLDATA
eDP_VDD_EN Core DL DL Off Off
eDP_BKLTEN Core DL DL Off Off
eDP_BKLTCTL Core DL DL Off Off
Intel® High Definition Audio Interface (Intel® HD Audio)
*;I-IEI)DA/\-\__'ESC-II—_?(‘:‘I Suspend DL DL DL off
Hfé*iggg;g Suspend IPD IPD IPD Off
HDA_DOCK_EN#10 Core IPD IPD Off Off
HDA_DOCK_RST#10 Suspend?> High-Z High-z8 High-z8 Off
LPC Interface
LAD[3:0] Core IPU IPU Off Off
LFRAME# Core DH DH Off Off
Non-Multiplexed GPIO Signals
GPIOS> Suspend IPU DH DH Off
GP1015% ° Suspend DL DL DL Off
GP1024° Suspend DL DL DL Off
GP1028° Suspend DL DL DL Off
coe | Ghienn | B Gy
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Table 3-2.

(Sheet 3 of 4)

Output Signals — Power Plane and States in Desktop, Mobile Configurations

intel.

Signal Name Power Plane | During Reset?3 :?:::e:ei:gtalzg S3/S4/S5 Deep Sx
GPIO[53, 51] Core IPU DH Off Off
GPIO55 Core IPU DL DL Off
SMBus Interface
SMBCLK, SMBDATA Suspend High-Z High-Z High-Z Off
System Management Interface
SMLODATA Suspend High-Z High-Z High-Z Off
SMLOCLK Suspend High-zZ High-Z High-zZ Off
SMLOALERT# Suspend High-Z High-z7 High-Z Off
SML1ALERT# Suspend High-Z High-Z High-Z Off
SML1CLK Suspend High-Z High-Z High-Z Off
SML1DATA Suspend High-Z High-Z High-Z Off
Controller Link
CL_RST#1! Suspend DL DH DH Off
CL_CLK11 Suspend Terminated12 Terminated12 IPD Off
CL_DATA!! Suspend Terminated12 Terminated12 IPD Off
SPI Interface
SPI_CLK ASW DL DL DL Off
SPI_CSO0# ASW DH DH DH Off
SPI_CS1# ASW IPU DH DH Off
SPI_CS2# ASW DH DH DH Off
SPI_MOSI ASW IPD DL DL Off
SPI_MISO ASW IPU 1PU 1PU Off
SPI_IO2 ASW IPU IPU IPU Off
SPI_IO3 ASW IPU IPU IPU Off
Power Management
DRAMPWROK® Suspend DL High-z Si?;:gggézbl_ Off
LAN_PHY_PWR_CTRL DSW DL DL DL DL
PLTRST# Suspend DL DH DL Off
PLTRST_PROC# Core DL DH DL Off
SLP_A#9 11 DSW DL DH DH DL
SLP_LAN#® DSW DL DL DL/DH16 DL/DH16
SLP_WLAN#? DSW DL DL DL/DH1® DL/DH*6
SLP_S3#° DSW DL DH DL DL
SLP_S4#° DSW DL DH sa gng;é bL DL/DHY’
SLP_s5#° Suspend DL DH S3 agg gﬁ DH, DL
SLP_sus#° DSW DL DH DH DL
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Table 3-2.

PCH Pin States

Output Signals — Power Plane and States in Desktop, Mobile Configurations

(Sheet 4 of 4)

. . 23 Immediatel
Signal Name Power Plane | During Reset after Resetz’é S3/S4/S5 Deep Sx
SUS_STAT# Suspend DL DH!8 DL Off
SUSCLK Suspend IPU T Off
SUSWARN#/ 22
SUSPWRDNACK®: 19 Suspend DL DL DL OFF
Thermal Signals
PECI Core DL DL Off Off
Miscellaneous Signals
SPKR® Core IPD DL Off Off
TEMP_ALERT# Suspend High-Z High-Z High-Z Off
JTAG_TDO Suspend High-Z High-zZ High-zZ Off
Notes:
1. This is a strong pull-down (or pull-up, as applicable).
2. If the port is disabled, signal is tri-stated.
3. External 2.2 KQ Pull-Up when used.
4. The internal pull-down on HDA_BCLK and HDA_RST# are enabled when PWROK is de-asserted. When

vl

20.
21.
22.
23.

24,
25.
26.

96

GCTL.CRST# bit is set, the HDA_BCLK pin will start to toggle.

The power well depends on whether the PClIe port is being multiplexed with USB3 (suspend) or with SATA
(core).

N/A.

N/A.

This pin will be driven High when Dock Attach bit is set (Docking Control Register D27:F0 Offset 4Ch).
The pin output shall not glitch during power up sequence.

Native functionality multiplexed with these GPIOs are not used in Desktop configurations.

The state of signals in S3-S5 will be defined by Intel ME Policies.

The terminated state is when the I/O buffer pull-down is enabled.

N/A.

N/A.

N/A.

Pin may toggle between RSMRST# de-assertion to PLTRST# de-assertion, based on ME firmware
configuration. Sx and DSx behavior is based on wake events and ME state/policy.

When the platform enters DeepSx, the pin will retain the value it held prior to DeepSx entry.

Driven High after PWROK rises.

Based on wake events and ME state. SUSPWRDNACK is always ‘0’ while in MO or M3, but can be driven to 0
or 1 during the M-Off state. SUSPWRDNACK is the default mode of operation. If the system supports
DeepSx, then subsequent boots will default to SUSWARN# mode.

When Interface is in BUS IDLE, internal pull-down of 10k ohms is enabled. In normal transmission, a 400
ohm pull-down takes effect, the signal will be overridden to logic 1 with pull-up resistor (37 ohms) to 1.5 V.
Depending on the platform usage, if termination is set to VSS then the signal is low. If it is terminated to
VCC, the default value will be high.

OFF if DeepSx supported else not available (SUSPWRDNACK: Non-DeepSx OR DeepSx after RTC power
failure) / Off (SUSWARN: DeepSx).

The states of signals on Core and processor power planes are evaluated at the times during PLTRST# and
immediately after PLTRST#. The states of the Controller Link signals are taken at the times during
CL_RST# and Immediately after CL_RST#. The states of the Suspend signals are evaluated at the times
during RSMRST# and Immediately after RSMRST#, with an exception to GPIO signals; refer to

Section 2.17 for more details on GPIO state after reset. The states of the HDA signals are evaluated at the
times During HDA_RST# and Immediately after HDA_RST#.

Flexible I/O ports follow the properties of the selected technology.

GPIO13 is located in the HDA Suspend well. It can only be used if VccsusHDA is powered.

The internal pull-down on HDA_SYNC and HDA_SDO is enabled after reset.
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3.3

Note:

Datasheet

Input and I/0 Signals Planes and States

Table 3-3 shows the power plane associated with the input and I/0 signals, as well as
the state at various times. Within the table, the following terms are used:

“IPU” Internal pull-up.

“IPD"” Internal pull-down.

T Toggling or signal is transitioning because function not stopping.
“High-z2" Tri-state. PCH not driving the signal high or low.

“Defined” Driven to a level that is defined by the function or external pull-

up/pull-down resistor (will be high or low).

“Off” The power plane is off; PCH is not driving when configured as an
output or sampling when configured as an input.

Pin state within table assumes interfaces are idle and default pin configuration for
different power states.

Signal levels are the same in S3, S4, and S5, except as noted.

In general, PCH suspend well signal states are indeterminate and undefined and may
glitch prior to RSMRST# de-assertion.

PCH core well signal states are indeterminate and undefined and may glitch prior to
PWROK assertion. However, this does not apply to THRMTRIP# as this signal is
determinate and defined prior to PWROK assertion.

DSW indicates PCH Deep Sx Well. This state provides a few wake events and critical
context to allow system to draw minimal power in S3, S4, or S5 states. In general, PCH
DSW signal states are indeterminate, undefined and may glitch prior to DPWROK
assertion. The signals that are determinate and defined prior to DPWROK assertion will
have a note added as a reference.

ASW indicates PCH Active Sleep Well. This power well contains functionality associated
with active usage models while the host system is in Sx.
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Table 3-3.

(Sheet 1 of 4)

PCH Pin States

Input Signals — Power Plane and States in Desktop and Mobile Configurations

Immediately

Signal Name Power Plane During Reset after Reset S3/S4/S5 Deep Sx
USB Interface
USB2p/n[13:0] Suspend IPD IPD IPD Off
Sy | e | wor | et | RS | o
%‘éﬁ? %%15’;33/, %%zsﬁ’, %%374;3;« Suspend High-Z High-Z High-Z Off
PCI Express*
PERp/n[2:1]%7 Su%%eng or 1PD4 1PD4 Off off
re
PERp/n[8:3] Core IPD* 1PD* Off Off
SATA Interface
SATA_RXp/n[3:0] Core IPD? IPD? Off Off
SATA_RXp/n[5:4]17 Core IPD2 IPD2 Off Off
SATAOGP, SATA4GP, SATA5G Core High-Z High-Z Off Off
SATA1GP Core IPU High-Z Off Off
SATA2GP, SATA3GP Core IPD High-Z Off Off
Clocking Signals
XTAL25_IN Core High-Z High-Z Off Off
PEG_A_CLKRQ#,
PEG_B_CLKRQ#,
PCIECLKRQO#,
Egig:ﬁigz:: Suspend High-z High-Z High-z Off
PCIECLKRQ5#,
PCIECLKRQ6#,
PCIECLKRQ7#
i%ﬂi%tii%lzi' Core High-Z High-Z Off Off
CLKIN_33MHZLOOPBACK Core High-Z High-Z Off Off
DIFFCLK_BIASREF Core High-Z High-Z Off Off
ICLK_IREF Core High-Z High-Z Off Off
Processor Interface
RCIN# Core High-Z High-Z Off Off
THRMTRIP# Core High-Z High-Z Off Off
Interrupt Interface
SERIRQ Core High-Z High-Z Off Off
PIRQ[D:A]# Core High-Z High-Z Off Off
PIRQ[H:E]# Core High-Z High-Z Off Off
DMI
DMI_RXp/n[3:0] Core 1PD2 18 1pD2 18 Off Off
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Table 3-3.

intel.

Input Signals — Power Plane and States in Desktop and Mobile Configurations

(Sheet 2 of 4)

Signal Name Power Plane During Reset Iggscl!{i:;z!‘y S3/S4/S5 Deep Sx
Intel® Flexible Display Interface (Intel® FDI)
FDI_RXP/N[1:0] Core High-Z 1PD? Off Off
Analog Display / VGA DAC Signals
DAC_IREF Core High-Z DL Off Off
VGA_DDC_CLK Core High-Z High-Z Off Off
VGA_DDC_DATA Core High-Z High-Z off Off
VGA_IRTN Core High-zZ High-zZ Off Off
Digital Display Interface
DR A Aot PN Core IPD IPD off off
DDPB_CTRLCLK,
DDPC_CTRLCLK, Core High-Z High-Z off Off
DDPD_CTRLCLK
DDPB_CTRLDATA,
DDPC_CTRLDATA, Core IPD> High-Z Off Off
DDPD_CTRLDATA
DDPB_HPD,
DDPC_HPD, Core High-zZ High-zZ Off Off
DDPD_HPD
eDP_VDD_EN Core DL DL Off Off
eDP_BKLTEN Core DL DL Off Off
eDP_BKLTCTL Core DL DL Off Off
Intel® High Definition Audio Interface (Intel® HD Audio)
HDA_SDI[3:0] Suspend IPD IPD IPD Off
LPC Interface
LAD[3:0] Core IPU IPU Off Off
tgiggﬁ Core IPU IPU Off Off
Non-Multiplexed GPIO Signals
GPIO8 Suspend IPU DH DH Off
GPIO15 Suspend DL DL DL Off
GPIO24 Suspend DL DL DL Off
GP1027 DSW High-Z High-Z High-Z High-¢ /
GPIO28 Suspend DL DL DL Off
GPIO34 Core High-Z High-Z Off Off
GPIO50 Core High-Z High-Z off Off
GPIO51 Core IPU DH Off Off
GPIO52 Core High-Z High-Z Off Off
GPIO53 Core IPU DH Off Off
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Table 3-3. Input Signals - Power Plane and States in Desktop and Mobile Configurations

(Sheet 3 of 4)

Signal Name Power Plane During Reset Ian;gscllgzgily S3/S4/S5 Deep Sx
GPIO54 Core High-Z High-Z Off Off
GPIO55 Core IPU DL DL Off
GPIO57 Suspend DL High-Z High-Z Off

SMBus Interface
SMBCLK, SMBDATA Suspend High-Z High-Z High-Z Off
SMBALERT# Suspend High-Z High-Z High-zZ Off
System Management Interface
INTRUDER# RTC High-Z High-Z High-Z High-Z
SMLODATA Suspend High-Z High-Z High-Z Off
SMLOCLK Suspend High-Z High-Z High-zZ Off
SML1CLK Suspend High-Z High-Z High-Z Off
SML1DATA Suspend High-Z High-Z High-Z Off
Controller Link
CL_CLK9 Suspend Terminated10 Terminated10 IPD Off
CL_DATA9 Suspend Terminated10 Terminated10 IPD Off
SPI Interface
SPI_MOSI ASW IPD DL DL Off
SPI_MISO ASW IPU IPU IPU Off
SPI_IO2 ASW IPU IPU IPU Off
SPI_IO3 ASW IPU IPU IPU Off
Power Management
ACPRESENT 13 DL (Non-DSx _
DSW Hig’;‘_"zd?l)js)( High-Z High-Z IPD / High-
mode)
APWROK Suspend High-Z High-Z High-Z Off
BATLOW# DSW IPU IPU IPU IPU/1P8
BMBUSY # Core High-Z High-Z off Off
DPWROK RTC High-Z High-Z High-Z High-Z
PWRBTN# DSW IPU IPU IPU IPU
PWROK RTC High-Z High-Z High-Z High-Z
RI# Suspend High-Z High-zZ High-zZ Off
RSMRST# RTC High-Z High-Z High-Z High-Z
SUSACK# Suspend IPU IPU IPU Off
SYS_PWROK Suspend High-zZ High-Z High-zZ Off

SYS_RESET# Core High-Z High-Z Off Off

WAKE# DSW High-Z High-Z High-Z High-¢ /
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(Sheet 4 of 4)
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Input Signals — Power Plane and States in Desktop and Mobile Configurations

. . Immediately
Signal Name Power Plane During Reset after Reset S3/S4/S5 Deep Sx
Thermal Signals
PECI Core DL16 DL16 off off
TD_IREF Core Analog Analog Off Off
Miscellaneous Signals
INTVRMEN RTC High-Z High-Z High-Z High-Z
DSWVRMEN RTC High-Z High-Z High-Z High-Z
RTCRST# RTC High-Z High-Z High-Z High-Z
SRTCRST# RTC High-z High-Z High-Z High-Z
PME# Suspend IPU IPU IPU Off
JTAG_TCK Suspend IPD IPD IPD Off
JTAG_TMS Suspend IPU IPU IPU Off
JTAG_TDI Suspend IPU IPU IPU Off
Note:
1. USB3 Rx pins transition from High-Z to IPD after Reset.
2. This is a strong pull-down (or pull-up, as applicable).
3. Signals must be shared between ports. There are only 8 OC# signals and 14 USB ports.
4.  PCIe Rx pins transition from High-Z to IPD after Reset.
5. External 2.2 KQ Pull-Up when used - strap sampled during reset only.
6. The power well depends on whether the PCIe port is being multiplexed with USB3 (suspend) or with SATA
(core).
7. This pin will be driven High when Dock Attach bit is set (Docking Control Register D27:F0 Offset 4Ch).
8.  Pull-down is configurable; refer to DSX_CFG register (RCBA+3334h) for more details.
9. The state of signals in S3-S5 will be defined by Intel ME Policies.
10. The terminated state is when the I/0 buffer pull-down is enabled.
11. N/A.
12. N/A.
13. The pin output shall not glitch during power up sequence.
14. N/A
15. When interface is in BUS IDLE status, internal pull-down of 10k ohms is enabled. In normal transmission, a
400 ohms pull-down takes effect, the signal will be overridden to logic 1 with pull-up resistor (37 ohms) to
1.5V
16. This is a 350 ohm normal pull-down, the signal will be overridden to logic 1 with pull-up resistor (31 ohms)
to 1.05 V.
17. The Flexible I/O ports follow the properties of the selected technology.
18. Depending on the platform usage, if termination is set to VSS then the signal is low. If it is terminated to
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The PCH provides a complete system clocking solution through Integrated Clocking.

PCH-based platforms require several single-ended and differential clocks to synchronize
signal operation and data propagation between system-wide interfaces, and across
clock domains. In Integrated Clock mode, all the system clocks will be provided by PCH
from a 25 MHz crystal-generated clock input.

The output signals from PCH are:

e One 100 MHz differential source for BCLK and DMI (PCI Express* 3.0 jitter tolerant)

e Two 135 MHz differential sources for DisplayPort* on Integrated Graphics
processors

e Eight 100 MHz differential sources for PCI Express 2.0 devices

e Two 100 MHz differential source for PCI Express Graphics devices (PCI Express 3.0
jitter tolerant)

e One 100 MHz differential clock for XDP/ITP which can be used as a clock to a 3rd
PEG slot (PCI Express 3.0 jitter tolerant)

e Five 33 MHz single-ended source for other devices (One of these is reserved as
loopback clock)

¢ Four flexible single-ended outputs that can be used for 14.31818/24/33/48 MHz for
legacy platform functions, discrete graphics devices, external USB controllers, and
SO on.

Straps Related to Clock Configuration
Hardware functional straps (that is, pins): None required for clock configuration.

Soft straps implemented in the SPI flash device for PCH clock configuration: Integrated
Clocking Profile Select (3 Profile select bits allow up to 8 different clock profiles to be
specified). In addition, 3 RTC well backed host register bits are also defined for
Integrated Clocking Profile Selection through BIOS.

Platform Clocking Requirements

Providing a platform-level clocking solution uses multiple system components
including:

e The PCH

e 25 MHz crystal source

More detail on the clock interface signals is provided in Section 2.5 but a summary is
given in the following tables; Table 4-1 shows the system clock input to PCH. Table 4-2
shows system clock outputs generated by PCH.

PCH Clock Inputs (Sheet 1 of 2)

Clock Domain Frequency Usage description
CLKIN_DMI_P/N 100 MHz Unused. Tie each signal to GND through a 10 KQ resistor.
CLKIN_DOT96_P/N 96 MHz Unused. Tie each signal to GND through a 10 KQ resistor.
CLKIN_SATA_P/N 100 MHz Unused. Tie each signal to GND through a 10 KQ resistor.
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PCH Clock Inputs (Sheet 2 of 2)
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Clock Domain Frequency Usage description
CLKIN_GND_P/N 100 MHz Unused. Tie each signal to GND through a 10 KQ resistor.
33 MHz clock feedBack input to reduce skew between
CLKIN_33MHZLOOPBACK 33 MHz PCH 33 MHz clocks and buses such as LPC. This signal

must be connected to one of the pins in the group
CLKOUT_33MHZz[4:0]

REFCLK14IN 14.31818 MHz | Unused. Tie signal to GND through a 10 KQ resistor.
XTAL25_IN 25 MHz Crystal input source used by PCH.
Clock Outputs
Clock Domain Frequency Spread Usage
Spectrum
Single Ended 33 MHz outputs. One of
these signals must be connected to
. CLKIN_33MHZLOOPBACK to function

CLKOUT_33MHz[4:0] 33 MHz Yes as a clock loopback. This allows skew
control for variable lengths of
CLKOUT_33MHz[4:0].
100 MHz PClIe* 3.0 specification compliant

CLKOUT_DMI_P/N 100 MHz Yes differential output to the processor for
DMI/BCLK.

. 100 MHz PCIe 2.0 specification compliant
CLKOUT_PCIE[7:0]_P/N 100 MHz Yes differential output to PCI Express devices.
CLKOUT_PEG_A_P/N 100 MHz PClIe 3.0 specification compliant

100 MHz Yes differential outputs to PCI Express
CLKOUT_PEG_B_P/N Graphics devices.
Primarily used as 100 MHz Clock to
CLKOUT_ITPXDP_P/N 100 MHz Yes processor XDP/ITP on the platform or can
be configured as CLKOUT_PEG_C_P/N.
135 MHz Differential SSC capable outputs
CLKOUT_DP_P/N 135 MHz Yes to processor for DisplayPort.
135 MHz Differential non-SSC capable
outputs to processor for DisplayPort.
CLKOUT_DPNS_P/N 135 MHz No Note: CLKOUT_DPNS_P/N must always
be connected, regardless of
internal graphics application
support.
Programmable 33 MHz, 48/24 MHz or
14.31818 MHz outputs for various
platform devices.
Note: 1t is highly recommended to
CLKOUTFLEX0/ GPIO64 33 MHz / prioritize 14.31818/24/48 MHz
CLKOUTFLEX1/ GPIO65 14.31818 MHz Yes E'E;'E)SU‘%ELCE&%OUIFLEX% atmljd
outputs. Intel does
CLKOUTFLEX2/ GPIOG6 / gi m:z / not recommend configuring the
CLKOUTFLEX3/ GP1067 z 14.31818/24/48 MHz clocks on
CLKOUTFLEXO and CLKOUTFLEX2
if more than two 33 MHz clocks in
addition to the feedback clock are
used on the CLKOUT_33 MHz
outputs.
17.86 MHz / Drive SPI devices connected to the PCH.
SPI_CLK 31.25 MHz / No Generated by the PCH.
50 MHz
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4.3 Functional Blocks

The PCH has 1 main PLL in which its output is divided down through Modulators and
Dividers to provide great flexibility in clock source selection, configuration, and better
power management. Table 4-3 describes the PLLs on the PCH and the clock domains
that are driven from the PLLs.

Table 4-3. PCH PLLs

PLL Outputs! Description/Usage

Four 2.7 GHz outputs 90° apart. Outputs are Main Reference PLL. Always enabled in
routed to each of the Spread Modulator blocks Integrated Clocking mode. Resides in
before hitting the various dividers and the other | core power well and is not powered in

XCK_PLL PLLs to provide clocks to all of the I/O interface | S3 and below states. Powered in sub-
logic. This PLL also provides 5.4 GHz and S0 states by a Suspend well Ring
2.7 GHz CMOS outputs for use by various oscillator.

dividers to create non-spread output clocks.

Notes:
1. Indicates the source clock frequencies driven to other internal logic for delivering functionality needed.
Does not indicate external outputs.

Spread Spectrum adjustment can be made without platform reboot. Table 4-4 provides
a basic description of spread modulators that operate on the XCK PLL's 2.7 GHz
outputs.

Table 4-4. Modulator Blocks

Modulator Description

Used for spread modulation, or bending, on 135 MHz clock to integrated graphics display.
MOD1 Typical display usage model is 0.5% down-spread. In certain usage case, this modulator

can be shut off for 0% spread with or without clock bending. Used by the display driver
only.

Used for spread modulation and fine grain frequency synthesis on nominal 100 MHz
MOD2 overclockable clock to CPU BCLK (CLKOUT_DMI), DMI, PEG. This modulator also subject to
adaptive clocking adjustment (for EMC) when left on at nominal 100 MHz frequency.

Used for spread modulation (and adaptive clocking) on 100 M Hz clock to processor BCLK

MOD3 (CLKOUT_DMI), DMI, PEG, PCIe*, USB 3.0, SATA, Single Ended 33 MHz, and Thermal
Sensor.

MOD4 Used for fine grain frequency synthesis on nominal 135 MHz, non-spread clock to
integrated graphics display. Used by the display driver only.

MOD5 Used for fine grain frequency synthesis of a wide variety of integrated graphics display
VGA clocking needs. Used by the display driver only.

MOD6 Used for fine grain frequency synthesis of 96 MHz non-spread clock to USB PLL and PCH
logic. 48/24 MHz to Flex Clocks are further derived from 96 MHz output.

MOD7 Used for fine grain frequency synthesis of 14.31818 MHz non-spread clock to Flex Clocks
and PCH logic.
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Figure 4-1. PCH Detailed Clock Diagram

————————————————— PLLRCS[14:13]
I Control through 00 - moDIV3 (FOR) » || CtKOUT_DPNS_PIN
D ai ist ! 01 - MODIV2 DMI (To Processor)
| display reg set DI PLL I » >
|—|— > DMI_PLL
| | (OC Use)
I I MCSS [2]
| [ MODIVT | 00—
[ '@_‘ I > USB3PCle PLL USB3PCle_PLL
I | (Non OC Use) (POR) -
| | 01-DMI_PLL
I MODIV4 l NN ) CLKOUT_DP_P/N
| (3sMHz) [———F——— (To Processor)
| VIODIVE VGA Display || @[ PMSync |
voss (1]
l__ sl | 0 - USB3PCle_PLL
(POR)
» 1-DMI_PLL
»ix2 » | CLKOUT_PEG_[B:A]_P/N
DCOSS [7:6] PEGB
DCOSS [5:4] PEGA
00 — MODIV3 (POR)
01— MODIV2
10 - DMI_PLL
y CLKOUT_DMI_P/N
(’;/Ioct))ll?/:xi) > DCOSS [9:8] e (To Processor)
00 — MODIV3 (POR)
01 -MODIVZ >
3 . » | [ cLkouT_PCIE_[7:01 PN |
z ; PCH Legacy. This must be
4 MODIV3 Free Running CLKIN_33MHZ
a Ij“OOMHZ = - LOOPBACK
5 — * requires one
x clock copy only
—> Non-Spread
Divide by 3 » | | CLKOUT_33MHz [4:0]
Spread) DIV_PCI33[22:21]
00 — Spread (POR)
11 — Non-Spread
(96Mhz)
DIV4824 (48/ ’:
MODIV7 24 MHz,
(14.31818MHz) DIV_FLEX4824[10:8]
001 — 48MHz (POR) x4
L
L
SECOSS [14:12] — CLKOUTFLEX3
SECOSS [10:8] — CLKOUTFLEX2
SECOSS [6:4] — CLKOUTFLEX1
SECOSS [2:0] — CLKOUTFLEX0
000 — 33.33MHz Clock Source
(385.71MHz) 001 — 14.31818MHz Clock Source (default for Flex 1)
010 — 48/24MHz Clock Source (default for Flex 3)
101 — Reserved (default for Flex 0 and Flex 2)
IMPORTANT:
1. Non-POR configurations have not been fully validated by Intel and may be shown only as an example .
2. Overclocking / Center Spread mode places the platform in an unsupported configuration and /or operational state and can result in platform
25MHz instability, physical damage, and data loss. These margins are not guaranteed or supported.
XTAL | 3. MODIV2 Clock source is not electrically validated (EV). Example; compliance to PCle clock jitter, Transmitter jitter performance, etc.
4. MODIV1, MODIV4 and MODIV5 programming is done through the Integrated Graphic Display MMIO register set.
5. CLKOUT_FLEX[3:2] must be programmed to the same clock source for proper operation. For example if both CLKOUT_FLEX[3:2] are to
be enabled and 33MHz is desired on one clock, BOTH clocks have to be programmed for that same frequency and cannot be programmed to
one having a different frequency than the other.
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4.4 Clock Configuration Access Overview

The PCH provides increased flexibility of host equivalent configurability of clocks, using
Intel ME FW.

In the Intel ME FW assisted configuration mode, control settings for PLLs, Spread
Modulators, and other clock configuration registers will be handled by the Intel ME. The
parameters to be loaded will reside in the Intel ME data region of the SPI Flash device.
BIOS would only have access to the register set through a set of Intel MEI commands
to the Intel ME.
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5

Functional Description

5.1

Note:

Figure 5-1.

This chapter describes the functions and interfaces of the PCH.

Flexible I/0O

The PCH implements Flexible I/O, an architecture to allow some high speed signals to
be configured as PCIe*, USB 3.0 or SATA signals in accordance with I/O needs on a
platform. There are 18 differential pairs that are split between the three interfaces.
Among them, 4 differential pairs are multiplexed: 2 multiplexed differential pairs can
be configured to be used as PCle port 1, 2 or USB3 port 3, 4, and the other 2
differential pairs can be configured to be used as PCle port 1, 2 or SATA port 4, 5.
Figure 5-1 below illustrates how the signals are utilized for Flexible I/0.

The Flexible I/0 is configured through soft straps. Refer to the latest PCH SPI
Programming Guide Application Note for more detail on the soft strap. These Flexible
I/0 ports can be configured in any way as allowed by the soft strap, provided that the
max number of PCIe ports does not exceed 8.

Specifically for the multiplexed differential signal pairs between SATA and PCle, the
corresponding soft straps provide an option to select desired ports using GPIO16 and
GPIO49. If a GPIO is chosen to select the desired port, the GPIO value needs to be valid
at PLTRST# de-assertion and must be maintained without change while PCH_PLTRST#
remains de-asserted.

Flexible I/0 - High Speed Signal Mapping with PCI Express*, USB 3.0%, and
SATA Ports

Fixed Signals Muxed Fixed Signals Muxed Fixed Signals

signals signals

PCIe 3
PCIe 4
PCIle 5
PCIe 6
PCle 7
PCIe 8

Datasheet

Notes:

1. USB3Tp3/USB3Tn3 and USB3Rp3/USB3Rn3 signals are multiplexed with PETp1/PETn1 and PERp1/PERN1
signals respectively.

2 USB3Tp4/USB3Tn4 and USB3Rp4/USB3Rn4 signals are multiplexed with PETp2/PETn2 and PERp2/PERN2
signals respectively.

3. SATA_TXP4/SATA_TXN4 and SATA_RXP4/SATA_RXN4 signals are multiplexed with PETp1/PETn1 and
PERp1/PERN1 signals respectively.

4. SATA_TXP5/SATA_TXN5 and SATA_RXP5/SATA_RXNS5 signals are multiplexed with PETp2/PETn2 and
PERp2/PERN2 signals respectively.

5. The total number of PCIe ports on the platform must not exceed 8. The system designer needs to take this
into account when configuring the flexible I/O on the platform.
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PCI-to-PCI Bridge

The PCI-to-PCI bridge resides in PCI. This portion of the PCH implements the buffering
and control logic between PCI and Direct Media Interface (DMI). The arbitration for the
PCI bus is handled by this PCI device. The PCI decoder in this device must decode the
ranges for the DMI. All register contents are lost when core well power is removed.

Direct Media Interface (DMI) is the chip-to-chip connection between the processor and
the PCH. This high-speed interface integrates advanced priority-based servicing
allowing for concurrent traffic and true isochronous transfer capabilities. Base
functionality is completely software transparent permitting current and legacy software
to operate normally.

To provide for true isochronous transfers and configurable Quality of Service (QoS)
transactions, the PCH supports two virtual channels on DMI—VCO and VC1. These two
channels provide a fixed arbitration scheme where VC1 is always the highest priority.
VCO is the default conduit of traffic for DMI and is always enabled. VC1 must be
specifically enabled and configured at both ends of the DMI link (that is, the PCH and
processor).

Configuration registers for DMI, virtual channel support, and DMI active state power
management (ASPM) are in the RCRB space in the Chipset Config Registers
(Chapter 10).

PCI Bus Interface

The PCI Bus Interface is not available on any PCH SKU.

PCI Legacy Mode

PCI functionality is not supported on new generation of PCH requiring methods such as
using PCle*-to-PCI bridges to enable external PCI I/O devices. To be able to use PCle-
to-PCI bridges and attached legacy PCI devices, the PCH provides PCI Legacy Mode.
PCI Legacy Mode allows both the PCI Express* root port and PCle-to-PCI bridge look
like subtractive PCI-to-PCI bridges. This allows the PCI Express root port to
subtractively decode and forward legacy cycles to the bridge, and the PCle-to-PCI
bridge continues forwarding legacy cycles to downstream PCI devices.

Software must ensure that only one PCH device is enabled for Subtractive decode at a
time.

PCI Express* Root Ports (D28:FO~F7)

There are eight root ports available in the PCH. The root ports are compliant to the PCI
Express 2.0 specification running at 5.0 GT/s. The ports all reside in Device 28, and
take Function 0 - 7. Port 1 is Function 0, Port 2 is Function 1, Port 3 is Function 2,
Port 4 is Function 3, Port 5 is Function 4, Port 6 is Function 5, Port 7 is Function 6, and
Port 8 is Function 7.

This section assumes the default PCI Express Function Number-to-Root Port mapping is
used. Function numbers for a given root port are assignable through the Root Port
Function Number and Hide for PCI Express Root Ports register (RCBA+404h). In
accordance with the PCI Local Bus Specification, all multi-function devices must have a
Function 0 assigned.

Non-Common Clock Mode operation is not supported on all PCI Express root ports.

Datasheet



Functional Description

5.3.1

Table 5-1.

Table 5-2.

5.3.2

Table 5-3.

Datasheet

intel)

Supported PCI Express* (PCIe*) Port Configurations

PCI Express Root Ports 1-4 or Ports 5-8 can independently be configured as four x1s,
two x2s, one x2 and two x1s, or one x4 port widths, as shown in Table 5-1 and
Table 5-2.

Function disable is covered in Section 10.1.51.

PCI Express* Ports 1 thru 4 - Supported Configurations

Port 1 | Port 2 Port 3 ’ Port 4
x4
X2 x2
x2 x1 x1
x1 | x1 x1 x1

PCI Express* Ports 5 thru 8 - Supported Configurations

Port 5 | Port 6 Port 7 | Port 8
x4
x2 X2
x2 x1 x1
x1 | x1 x1 x1

Interrupt Generation

The root port generates interrupts on behalf of Hot-Plug and power management
events, when enabled. These interrupts can either be pin based, or can be MSIs, when
enabled.

When an interrupt is generated using the legacy pin, the pin is internally routed to the
PCH interrupt controllers. The pin that is driven is based upon the setting of the chipset
configuration registers. Specifically, the chipset configuration registers used are the
D28IP (Base address + 310Ch) and D28IR (Base address + 3146h) registers.

Table 5-3 summarizes interrupt behavior for MSI and wire-modes. In the table “bits”
refers to the Hot-Plug and PME interrupt bits.

MSI versus PCI IRQ Actions

Interrupt Register Wire-Mode Action MSI Action
All bits 0 Wire inactive No action
One or more bits set to 1 Wire active Send message
One or more bits set to 1, new bit gets set to 1 Wire active Send message
One or more bits set to 1, software clears some (but not all) bits Wire active Send message

One or more bits set to 1, software clears all bits Wire inactive No action

Software clears one or more bits, and one or more bits are set on Wire active

the same clock

Send message
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Power Management

S3/S4/S5 Support

Software initiates the transition to S3/54/S5 by performing an I/O write to the Power
Management Control register in the PCH. After the I/O write completion has been
returned to the processor, each root port will send a PME_Turn_Off TLP (Transaction
Layer Packet) message on its downstream link. The device attached to the link will
eventually respond with a PME_TO_Ack TLP message followed by sending a
PM_Enter_L23 DLLP (Data Link Layer Packet) request to enter the L2/L3 Ready state.
When all of the PCH root ports links are in the L2/L3 Ready state, the PCH power
management control logic will proceed with the entry into S3/54/S5.

Prior to entering S3, software is required to put each device into D301 When a device
is put into D3, it will initiate entry into a L1 link state by sending a PM_Enter_L1
DLLP. Thus, under normal operating conditions when the root ports sends the
PME_Turn_Off message, the link will be in state L1. However, when the root port is
instructed to send the PME_Turn_Off message, it will send it whether or not the link
was in L1. Endpoints attached to PCH can make no assumptions about the state of the
link prior to receiving a PME_Turn_Off message.

Resuming from Suspended State

The root port contains enough circuitry in the suspend well to detect a wake event
through the WAKE# signal and to wake the system. When WAKE# is detected asserted,
an internal signal is sent to the power management controller of the PCH to cause the
system to wake up. This internal message is not logged in any register, nor is an
interrupt/GPE generated due to it.

Device Initiated PM_PME Message

When the system has returned to a working state from a previous low power state, a
device requesting service will send a PM_PME message continuously, until
acknowledged by the root port. The root port will take different actions depending upon
whether this is the first PM_PME that has been received, or whether a previous
message has been received but not yet serviced by the operating system.

If this is the first message received (RSTS.PS - D28:F0/F1/F2/F3/F4/F5/F6/F7:Offset
60h:bit 16 is cleared), the root port will set RSTS.PS, and log the PME Requester ID
into RSTS.RID (D28:F0/F1/F2/F3/F4/F5/F6/F7:0ffset 60h:bits 15:0). If an interrupt is
enabled using RCTL.PIE (D28:F0/F1/F2/F3/F4/F5/F6/F7:0ffset 5Ch:bit 3), an interrupt
will be generated. This interrupt can be either a pin or an MSI if MSI is enabled using
MC.MSIE (D28:F0/F1/F2/F3/F4/F5/F6/F7:0ffset 82h:Bit 0). See Section 5.3.3.4 for
SMI/SCI generation.

If this is a subsequent message received (RSTS.PS is already set), the root port will set
RSTS.PP (D28:F0/F1/F2/F3/F4/F5/F6/F7:0ffset 60h:Bit 17) and log the PME Requester
ID from the message in a hidden register. No other action will be taken.

When the first PME event is cleared by software clearing RSTS.PS, the root port will set
RSTS.PS, clear RSTS.PP, and move the requester ID from the hidden register into
RSTS.RID.
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5.3.3.4

5.3.3.5

Note:

5.3.3.6

5.3.4

Datasheet

If RCTL.PIE is set, an interrupt will be generated. If RCTL.PIE is not set, a message will
be sent to the power management controller so that a GPE can be set. If messages
have been logged (RSTS.PS is set), and RCTL.PIE is later written froma Otoa 1, an
interrupt will be generated. This last condition handles the case where the message
was received prior to the operating system re-enabling interrupts after resuming from
a low power state.

SMI/SCI Generation

Interrupts for power management events are not supported on legacy operating
systems. To support power management on non-PCI Express aware operating systems,
PM events can be routed to generate SCI. To generate SCI, MPC.PMCE must be set.
When set, a power management event will cause SMSCS.PMCS (D28:F0/F1/F2/F3/F4/
F5/F6/F7:0ffset DCh:Bit 31) to be set.

Additionally, BIOS workarounds for power management can be supported by setting
MPC.PMME (D28:F0/F1/F2/F3/F4/F5/F6/F7:0ffset D8h:Bit 0). When this bit is set,
power management events will set SMSCS.PMMS (D28:F0/F1/F2/F3/F4/F5/F6/
F7:0ffset DCh:Bit 0), and SMI # will be generated. This bit will be set regardless of
whether interrupts or SCI is enabled. The SMI# may occur concurrently with an
interrupt or SCI.

Latency Tolerance Reporting (LTR)

The root port supports the extended Latency Tolerance Reporting (LTR) capability. LTR
provides a means for device endpoints to dynamically report their service latency
requirements for memory access to the root port. Endpoint devices should transmit a
new LTR message to the root port each time its latency tolerance changes (and initially
during boot). The PCH uses the information to make better power management
decision. The processor uses the worst case tolerance value communicated by the PCH
to optimize c-state transitions. This results in better platform power management
without impacting endpoint functionality.

Endpoint devices the support LTR must implement the reporting and enable mechanism
detailed in the PCle* Latency Tolerance Reporting Engineering Change Notice.

Opportunistic Buffer Flush/Fill (OBFF)

The Opportunistic Buffer Flush/Fill (OBFF) capability (also known as Optimized Buffer
Flush/Fill) feature has been dropped from POR in the Intel Series 9 PCH Family and is
no longer supported.

SERR# Generation

SERR# may be generated using two paths - through PCI mechanisms involving bits in
the PCI header, or through PCI Express* mechanisms involving bits in the PCI Express
capability structure.
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Figure 5-2. Generation of SERR# to Platform

5.3.5

5.3.5.1

5.3.5.2

PSTS.55E
CMD.SEE

SERR#
Correctable SERR#
PCl Express Fatal SERR#
Mon-Fatal SERR#

Hot-Plug

All PCle* Root Ports support Express Card 1.0 based hot-plug that performs the
following:

e Presence Detect and Link Active Changed Support
e Interrupt generation

Presence Detection

When a module is plugged in and power is supplied, the physical layer will detect the
presence of the device, and the root port sets SLSTS.PDS (D28:F0/F1/F2/F3/F4/
F5:0ffset 5Ah:Bit 6) and SLSTS.PDC (D28:F0/F1/F2/F3:0ffset 6h:Bit 3). If SLCTL.PDE
(D28:FO/F1/F2/F3/F4/F5/F6/F7:0ffset 58h:Bit 3) and SLCTL.HPE (D28:F0/F1/F2/F3/
F4/F5/F6/F7:0ffset 58h:Bit 5) are both set, the root port will also generate an
interrupt.

When a module is removed (using the physical layer detection), the root port clears
SLSTS.PDS and sets SLSTS.PDC. If SLCTL.PDE and SLCTL.HPE are both set, the root
port will also generate an interrupt.

SMI/SCI Generation

Interrupts for Hot-Plug events are not supported on legacy operating systems. To
support Hot-Plug on n on-PCI Express aware operating systems, Hot-Plug events can
be routed to generate SCI. To generate SCI, MPC.HPCE (D28:F0/F1/F2/F3/F4/F5/F6/
F7:0ffset D8h:Bit 30) must be set. When set, enabled Hot-Plug events will cause
SMSCS.HPCS (D28:F0/F1/F2/F3/F4/F5/F6/F7:0ffset DCh:Bit 30) to be set.

Additionally, BIOS workarounds for Hot-Plug can be supported by setting MPC.HPME
(D28:F0/F1/F2/F3/F4/F5/F6/F7:0ffset D8h:Bit 1). When this bit is set, Hot-Plug events
can cause SMI status bits in SMSCS to be set. Supported Hot-Plug events and their
corresponding SMSCS bit are:

e Presence Detect Changed - SMSCS.HPPDM (D28:F0/F1/F2/F3/F4/F5/F6/F7:Offset
DCh:Bit 1)

e Link Active State Changed - SMSCS.HPLAS (D28:F0/F1/F2/F3/F4/F5/F6/F7:Offset
DCh:Bit 4)
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When any of these bits are set, SMI# will be generated. These bits are set regardless of
whether interrupts or SCI is enabled for Hot-Plug events. The SMI# may occur
concurrently with an interrupt or SCI.

Gigabit Ethernet Controller (B0:D25:F0)

The PCH integrates a Gigabit Ethernet (GbE) controller. The integrated GbE controller is
compatible with the Intel® Ethernet Network Connection I1127LM/V Platform LAN
Connect device. The integrated GbE controller provides two interfaces for 10/100/
1000 Mb/s and manageability operation:

e Based on PCI Express* - A high-speed SerDes interface using PCI Express
electrical signaling at half speed while keeping the custom logical protocol for active
state operation mode.

e System Management Bus (SMBus) SMLinkO - A low speed connection for low power
state mode for manageability communication only. The frequency of this
connection can be configured to one of three different speeds (100KHz, 400KHz or
1MHz). At this low power state mode the Ethernet link speed is reduced to 10 Mb/s.

The SMBus Specification Version 2.0 defines a maximum bus frequency of 100 kHz.
Speeds faster than this are not SMBus compliant and are used by Intel to support
higher bandwidth manageability communication in the Sx states.

The Intel Ethernet Network Connection 1127LM/V Platform LAN Connect Device can be
connected to any non-multiplexed (fixed) PCI Express port or the Flexible I/O PCI
Express ports multiplexed with USB 3.0 on the PCH.The Intel Ethernet Network
Connection 1127LM/V Platform LAN Connect Device cannot be connected to the PCI
Express Flexible I/O ports multiplexed with SATA.

Valid PCI Express* Ports for Platform LAN Connect Device (GbE) Support

The Intel Ethernet Network Connection 1127LM/V only runs at a speed of 1250 Mb/s,
which is 1/2 of the 2.5 Gb/s PCI Express* frequency. Each of the fixed signal PCI
Express root ports and the Flex I/O PCI Express ports multiplexed with USB 3.0 in the
PCH have the ability to run at the 1250 Mb/s rate. There is no need to implement a
mechanism to detect that the Platform LAN Device is connected. The port configuration
(if any), attached to the Platform LAN Device, is pre-loaded from the NVM. The selected
port adjusts the transmitter to run at the 1250 Mb/s rate and does not need to be PCI
Express compliant.
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PCIe validation tools cannot be used for electrical validation of this interface; however,
PClIe layout rules apply for on-board routing.

The integrated GbE controller operates at full-duplex at all supported speeds or half-
duplex at 10/100 Mb/s. It also adheres to the IEEE 802.3x Flow Control Specification.

GbE operation (1000 Mb/s) is only supported in SO mode. In Sx modes, SMBus is the
only active bus and is used to support manageability/remote wake-up functionality.

The integrated GbE controller provides a system interface using a PCI Express function.
A full memory-mapped or I/O-mapped interface is provided to the software, along with
DMA mechanisms for high performance data transfer.

The integrated GbE controller features are:

e Network Features

Compliant with the 1 Gb/s Ethernet 802.3, 802.3u, 802.3z, 802.3ab
specifications

Multi-speed operation: 10/100/1000 Mb/s
Full-duplex operation at 10/100/1000 Mb/s: Half-duplex at 10/100 Mb/s

Flow control support compliant with the 802.3X specification as well as the
specific operation of asymmetrical flow control defined by 802.3z

VLAN support compliant with the 802.3q specification

MAC address filters: perfect match unicast filters; multicast hash filtering,
broadcast filter and promiscuous mode

PCI Express/SMBus interface to GbE PHYs

e Host Interface Features

64-bit address master support for systems using more than 4 GB of physical
memory

Programmable host memory receive buffers (256 Bytes to 16 KB)
Intelligent interrupt generation features to enhance driver performance
Descriptor ring management hardware for transmit and receive

Software controlled reset (resets everything except the configuration space)
Message Signaled Interrupts

e Performance Features

Configurable receive and transmit data FIFO, programmable in 1 KB increments

TCP segmentation capability compatible with Windows NT* 5.x off-loading
features

Fragmented UDP checksum off-load for packet reassembly

IPv4 and IPv6 checksum off-load support (receive, transmit, and TCP
segmentation off-load)

Split header support to eliminate payload copy from user space to host space
Receive Side Scaling (RSS) with two hardware receive queues

Supports 9018 bytes of jumbo packets

Packet buffer size

LinkSec off-load compliant with 802.3ae specification

TimeSync off-load compliant with 802.1as specification

e Virtualization Technology Features

Warm function reset - function level reset (FLR)
VMDq1

e Power Management Features

Magic Packet* wake-up enable with unique MAC address

Datasheet
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— ACPI register set and power down functionality supporting DO and D3 states
— Full wake up support (APM, ACPI)

— MAC power down at Sx, DMoff with and without WoL

— Auto connect battery saver at SO no link and Sx no link

— Energy Efficient Ethernet (EEE) support

— Latency Tolerance Reporting (LTR)

— ARP and ND proxy support through LAN Connected Device proxy

— Wake on LAN (WolL) from Deep Sx

GbE PCI Express* Bus Interface

The GbE controller has a PCI Express interface to the host processor and host memory.
The following sections detail the bus transactions.

Transaction Layer

The upper layer of the host architecture is the transaction layer. The transaction layer
connects to the device GbE controller using an implementation specific protocol.
Through this GbE controller-to-transaction-layer protocol, the application-specific parts
of the device interact with the subsystem and transmit and receive requests to or from
the remote agent, respectively.

Data Alignment
4-KB Boundary

PCI requests must never specify an address/length combination that causes a memory
space access to cross a 4 KB boundary. It is hardware’s responsibility to break requests
into 4 KB-aligned requests (if needed). This does not pose any requirement on
software. However, if software allocates a buffer across a 4-KB boundary, hardware
issues multiple requests for the buffer. Software should consider aligning buffers to a
4-KB boundary in cases where it improves performance.

The alignment to the 4-KB boundaries is done by the GbE controller. The transaction
layer does not do any alignment according to these boundaries.

64 Bytes

PCI requests are 128 bytes or less and are alighed to make better use of memory
controller resources. Writes, however, can be on any boundary and can cross a 64-byte
alignment boundary.

Configuration Request Retry Status

The integrated GbE controller might have a delay in initialization due to an NVM read. If
the NVM configuration read operation is hot completed and the device receives a
configuration request, the device responds with a configuration request retry
completion status to terminate the request, and thus effectively stalls the configuration
request until such time that the sub-system has completed local initialization and is
ready to communicate with the host.
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Error Events and Error Reporting

Data Parity Error

The PCI host bus does not provide parity protection, but it does forward parity errors
from bridges. The integrated GbE controller recognizes parity errors through the
internal bus interface and sets the Parity Error bit in PCI configuration space. If parity
errors are enabled in configuration space, a system error is indicated on the PCI host
bus. The offending cycle with a parity error is dropped and not processed by the
integrated GbE controller.

Completion with Unsuccessful Completion Status

A completion with unsuccessful completion status (any status other than 000) is
dropped and not processed by the integrated GbE controller. Furthermore, the request
that corresponds to the unsuccessful completion is not retried. When this unsuccessful
completion status is received, the System Error bit in the PCI configuration space is set.
If the system errors are enabled in configuration space, a system error is indicated on
the PCI host bus.

Ethernet Interface

The integrated GbE controller provides a complete CSMA/CD function supporting IEEE
802.3 (10 Mb/s), 802.3u (100 Mb/s) implementations. It also supports the IEEE 802.3z
and 802.3ab (1000 Mb/s) implementations. The device performs all of the functions

required for transmission, reception, and collision handling called out in the standards.

The mode used to communicate between the PCH and the Intel® Ethernet Network
Connection I1127LM/V Platform LAN Connect Device supports 10/100/1000 Mb/s
operation, with both half- and full-duplex operation at 10/100 Mb/s, and full-duplex
operation at 1000 Mb/s.

Intel® Ethernet Network Connection I127LM/V Platform LAN
Connect Device Interface

The integrated GbE controller and the Intel® Ethernet Network Connection 1127LM/V
Platform LAN Connect Device communicate through the PCIe and SMLinkO interfaces.
All integrated GbE controller configuration is performed using device control registers
mapped into system memory or I/O space. The Platform LAN Connect Device is
configured using the PCI Express* or SMBus interface.

The integrated GbE controller supports various modes as listed in Table 5-4.

LAN Mode Support

Mode Interface Active Connections

Normal 10/100/1000 Mb/s

System State
SO

Intel® Ethernet
Network
Connection
1127LM/V

Intel® Ethernet
Network
Connection
1127LM/V

PCI Express or

SMLink0?!

Sx

Manageability and Remote Wake-up SMLink0

Notes:
1. GDbE operation is not supported in Sx states.

Datasheet
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PCI Power Management

The integrated GbE controller supports the Advanced Configuration and Power Interface
(ACPI) specification as well as Advanced Power Management (APM). This enables the
network-related activity (using an internal host wake signal) to wake up the host. For
example, from Sx (S3-S5) and Deep Sx to SO.

The Intel Ethernet Network Connection 1127LM/V Platform LAN Connect Device must
be powered during the Deep Sx state in order to support host wake up from Deep Sx.
GPIO27 on the PCH must be configured to support wake from Deep Sx and must be
connected to LANWAKE_N on the Platform LAN Connect Device. The SLP_LAN# signal
must be driven high (de-asserted) in the Deep Sx state to maintain power to the
Platform LAN Connect Device.

The integrated GbE controller contains power management registers for PCI and
supports DO and D3 states. PCle* transactions are only allowed in the DO state, except
for host accesses to the integrated GbE controller’s PCI configuration registers.

Wake Up

The integrated GbE controller supports two types of wake-up mechanisms:

1. Advanced Power Management (APM) Wake Up
2. ACPI Power Management Wake Up

Both mechanisms use an internal logic signal to wake the system up. The wake-up
steps are as follows:

1. Host wake event occurs (packet is not delivered to host).

2. The Platform LAN Connect Device receives a WolL packet/link status change.

3. The Platform LAN Connect Device sends a wake indication to the PCH (this requires
the LANWAKE_N pin from the Intel® Ethernet Network Connection 1127LM/V
Platform LAN Connect Device to be connected to the PCH GPIO27 pin. GPIO27 must
also be configured to support wake from Deep Sx.

4. If the system is in Deep Sx the wake will cause the system to wake from the Deep
Sx state to the Sx state.

. The Platform LAN Connect Device wakes up the integrated GbE controller using an
SMBus message on SMLinkO.

. The integrated GbE controller sets the PME_STATUS bit.
. System wakes from Sx state to SO state.

. The host LAN function is transitioned to DO.

. The host clears the PME_STATUS bit.

Ul
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Advanced Power Management Wake Up

Advanced Power Management Wake Up or APM Wake Up was previously known as
Wake on LAN (Wol). It is a feature that has existed in the 10/100 Mb/s NICs for several
generations. The basic premise is to receive a broadcast or unicast packet with an
explicit data pattern and then to assert a signal to wake up the system. In earlier
generations, this was accomplished by using a special signal that ran across a cable to
a defined connector on the motherboard. The NIC would assert the signal for
approximately 50 ms to signal a wake up. The integrated GbE controller uses (if
configured to) an in-band PM_PME message for this.
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At power up, the integrated GbE controller reads the APM Enable bits from the NVM PCI
Init Control Word into the APM Enable (APME) bits of the Wake Up Control (WUC)
register. These bits control enabling of APM wake up.

When APM wake up is enabled, the integrated GbE controller checks all incoming
packets for Magic Packets.

Once the integrated GbE controller receives a matching Magic Packet, it:
e Sets the Magic Packet Received bit in the Wake Up Status (WUS) register.

e Sets the PME_Status bit in the Power Management Control/Status Register
(PMCSR).

APM wake up is supported in all power states and only disabled if a subsequent NVM
read results in the APM Wake Up bit being cleared or the software explicitly writes a Ob
to the APM Wake Up (APM) bit of the WUC register.

APM wake up settings will be restored to NVM default by the PCH when LAN connected
Device (PHY) power is turned off and subsequently restored. Some example host WoL
flows are:

e When system transitions to G3 after WolL is disabled from the BIOS, APM host WoL
would get enabled.

e Anytime power to the LAN Connected Device (PHY) is cycled while in S4/S5 after
WolL is disabled from the BIOS, APM host WolL would get enabled. Anytime power to
the LAN Connected Device (PHY) is cycled while in S3, APM host WoL configuration
is lost.

ACPI Power Management Wake Up

The integrated GbE controller supports ACPI Power Management based Wake ups. It
can generate system wake-up events from three sources:

e Receiving a Magic Packet*.
e Receiving a Network Wake Up Packet.
e Detecting a link change of state.

Activating ACPI Power Management Wakeup requires the following steps:

e The software device driver programs the Wake Up Filter Control (WUFC) register to
indicate the packets it needs to wake up from and supplies the necessary data to
the IPv4 Address Table (IP4AT) and the Flexible Filter Mask Table (FFMT), Flexible
Filter Length Table (FFLT), and the Flexible Filter Value Table (FFVT). It can also set
the Link Status Change Wake Up Enable (LNKC) bit in the Wake Up Filter Control
(WUFC) register to cause wake up when the link changes state.

¢ The operating system (at configuration time) writes a 1b to the PME_EN bit of the
Power Management Control/Status Register (PMCSR.8).

Normally, after enabling wake up, the operating system writes a 11b to the lower two
bits of the PMCSR to put the integrated GbE controller into low-power mode.

Datasheet
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Once wake up is enabled, the integrated GbE controller monitors incoming packets,
first filtering them according to its standard address filtering method, then filtering
them with all of the enabled wake-up filters. If a packet passes both the standard
address filtering and at least one of the enabled wake-up filters, the integrated GbE
controller:

e Sets the PME_Status bit in the PMCSR
e Sets one or more of the Received bits in the Wake Up Status (WUS) register. (More
than one bit is set if a packet matches more than one filter.)

If enabled, a link state change wake up causes similar results, setting the Link Status
Changed (LNKC) bit in the Wake Up Status (WUS) register when the link goes up or
down.

After receiving a wake-up packet, the integrated GbE controller ignores any subsequent
wake-up packets until the software device driver clears all of the Received bits in the
Wake Up Status (WUS) register. It also ignores link change events until the software
device driver clears the Link Status Changed (LNKC) bit in the Wake Up Status (WUS)
register.

ACPI wake up settings are not preserved when the LAN Connected Device (PHY) power
is turned off and subsequently restored. Some example host WoL flows are:

e Anytime power to the LAN Connected Device (PHY) is cycled while in S3 or S4,
ACPI host WoL configuration is lost.

Configurable LEDs

The integrated GbE controller supports three controllable and configurable LEDs that
are driven from the Intel® Ethernet Network Connection 1127LM/V Platform LAN
Connect Device. Each of the three LED outputs can be individually configured to select
the particular event, state, or activity that is indicated on that output. In addition, each
LED can be individually configured for output polarity as well as for blinking versus non-
blinking (steady-state) indication.

The configuration for LED outputs is specified using the LEDCTL register. Furthermore,
the hardware-default configuration for all the LED outputs, can be specified using NVM
fields; thereby, supporting LED displays configurable to a particular OEM preference.

Each of the three LEDs might be configured to use one of a variety of sources for output
indication. The MODE bits control the LED source:

e LINK_100/1000 is asserted when link is established at either 100 or 1000 Mb/s.

e LINK 10/1000 is asserted when link is established at either 10 or 1000 Mb/s.

e LINK_UP is asserted when any speed link is established and maintained.

e ACTIVITY is asserted when link is established and packets are being transmitted or
received.

o LINK/ACTIVITY is asserted when link is established AND there is NO transmit or
receive activity.

e LINK_10 is asserted when a 10 Mb/s link is established and maintained.

e LINK 100 is asserted when a 100 Mb/s link is established and maintained.

e LINK_1000 is asserted when a 1000 Mb/s link is established and maintained.
e FULL_DUPLEX is asserted when the link is configured for full duplex operation.
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e COLLISION is asserted when a collision is observed.
e PAUSED is asserted when the device's transmitter is flow controlled.
e LED_ON is always asserted; LED_OFF is always de-asserted.

The IVRT bits enable the LED source to be inverted before being output or observed by
the blink-control logic. LED outputs are assumed to normally be connected to the
negative side (cathode) of an external LED.

The BLINK bits control whether the LED should be blinked while the LED source is
asserted, and the blinking frequency (either 200 ms on and 200 ms off or 83 ms on and
83 ms off). The blink control can be especially useful for ensuring that certain events,
such as ACTIVITY indication, cause LED transitions, which are sufficiently visible to a
human eye. The same blinking rate is shared by all LEDs.

Function Level Reset Support (FLR)

The integrated GbE controller supports FLR capability. FLR capability can be used in
conjunction with Intel® Virtualization Technology. FLR allows an operating system in a
Virtual Machine to have complete control over a device, including its initialization,
without interfering with the rest of the platform. The device provides a software
interface that enables the operating system to reset the entire device as if a PCI reset
was asserted.

FLR Steps

FLR Initialization
1. FLR is initiated by software by writing a 1b to the Initiate FLR bit.

2. All subsequent requests targeting the function are not claimed and will be master
aborted immediately on the bus. This includes any configuration, I/O or memory
cycles. However, the function will continue to accept completions targeting the
function.

FLR Operation

Function resets all configuration, I/O, and memory registers of the function except
those indicated otherwise and resets all internal states of the function to the default or
initial condition.

FLR Completion

The Initiate FLR bit is reset (cleared) when the FLR reset completes. This bit can be
used to indicate to the software that the FLR reset completed.

From the time the Inijtiate FLR bit is written to 1b, software must wait at least 100 ms
before accessing the function.

Datasheet
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Low Pin Count (LPC) Bridge (with System and
Management Functions) (D31:F0)

The LPC bridge function of the PCH resides in PCI D31:F0. In addition to the LPC bridge
function, D31:F0 contains other functional units including DMA, Interrupt controllers,
Timers, Power Management, System Management, GPIO, and RTC. In this chapter,
registers and functions associated with other functional units (power management,
GPIO, USB, and so on) are described in their respective sections.

The LPC bridge cannot be configured as a subtractive decode agent.

LPC Interface

The PCH implements an LPC interface as described in the Low Pin Count Interface
Specification, Revision 1.1. The LPC interface to the PCH is shown in Figure 5-4. The
PCH implements all of the signals that are shown as optional, but peripherals are not
required to do so.

LPC Interface Diagram

PLT_RSTH
33MHz CLK

LAD [3:0]
PCH © LFRAME#

-l

: LDRQ[1:0}#(Optional)

LPC Device

LPCPD# (Optional)
LSMI# (Optional)

-l
-
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5.5.1.1 LPC Cycle Types

The PCH implements all of the cycle types described in the Low Pin Count Interface
Specification, Revision 1.1. Table 5-5 shows the cycle types supported by the PCH.

Table 5-5. LPC Cycle Types Supported

Cycle Type Comment

Memory Read 1 byte only. (See Note 1 below)

Memory Write 1 byte only. (See Note 1 below)

I/0 Read 1 byte only. The PCH breaks up 16-bit and 32-bit processor cycles into multiple 8-bit
transfers.

I/O Write 1 byte only. The PCH breaks up 16-bit and 32-bit processor cycles into multiple 8-bit
transfers.

DMA Read Can be 1 or 2 bytes

DMA Write Can be 1 or 2 bytes

Bus Master Read | Can be 1, 2 or 4 bytes. (See Note 2 below)

Bus Master Write | Can be 1, 2 or 4 bytes. (See Note 2 below)

Notes:

1. The PCH provides a single generic memory range (LGMR) for decoding memory cycles and forwarding them
as LPC Memory cycles on the LPC bus. The LGMR memory decode range is 64 KB in size and can be
defined as being anywhere in the 4 GB memory space. This range needs to be configured by BIOS during
POST to provide the necessary memory resources. BIOS should advertise the LPC Generic Memory Range
as Reserved to the OS in order to avoid resource conflict. For larger transfers, the PCH performs multiple
8-bit transfers. If the cycle is not claimed by any peripheral, it is subsequently aborted, and the PCH
returns a value of all 1s to the processor. This is done to maintain compatibility with ISA memory cycles
where pull-up resistors would keep the bus high if no device responds.

2. Bus Master Read or Write cycles must be naturally aligned. For example, a 1-byte transfer can be to any
address. However, the 2-byte transfer must be word-aligned (that is, with an address where A0=0). A
DWord transfer must be DWord-aligned (that is, with an address where A1 and AO are both 0).

5.5.1.2 Start Field Definition
Table 5-6. Start Field Bit Definitions

E?llzf)(i:g Definition
0000 Start of cycle for a generic target
0010 Grant for bus master 0
0011 Grant for bus master 1
1111 Stop/Abort: End of a cycle for a target.

Note: All other encodings are RESERVED.

5.5.1.3 Cycle Type / Direction (CYCTYPE + DIR)

The PCH always drives Bit 0 of this field to 0. Peripherals running bus master cycles
must also drive Bit 0 to 0. Table 5-7 shows the valid bit encodings.

Table 5-7. Cycle Type Bit Definitions (Sheet 1 of 2)

Bits 3:2 Bit 1 Definition
00 0 I/0 Read
00 1 I/0 Write
01 0 Memory Read
01 1 Memory Read
10 0 DMA Read
10 1 DMA Write
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Cycle Type Bit Definitions (Sheet 2 of 2)

Bits 3:2 Bit 1 Definition

11 X Reserved. If a peripheral performing a bus master cycle generates this value, the
PCH aborts the cycle.

Size

Bits[3:2] are reserved. The PCH always drives them to 00. Peripherals running bus
master cycles are also supposed to drive 00 for Bits 3:2; however, the PCH ignores
those bits. Bits[1:0] are encoded as listed in Table 5-8.

Transfer Size Bit Definition

Bits 1:0 Size
00 8-bit transfer (1 byte)
01 16-bit transfer (2 bytes)
10 Reserved. The PCH never drives this combination. If a peripheral running a bus master cycle
drives this combination, the PCH may abort the transfer.
11 32-bit transfer (4 bytes)
SYNC

Valid values for the SYNC field are shown in Table 5-9.
SYNC Bit Definition

Bits 3:0 Indication

0000 Ready: SYNC achieved with no error. For DMA transfers, this also indicates DMA request de-
assertion and no more transfers desired for that channel.

0101 Short Wait: Part indicating wait-states. For bus master cycles, the PCH does not use this
encoding. Instead, the PCH uses the Long Wait encoding (see next encoding below).

0110 Long Wait: Part indicating wait-states, and many wait-states will be added. This encoding
driven by the PCH for bus master cycles, rather than the Short Wait (0101).

1001 Ready More (Used only by peripheral for DMA cycle): SYNC achieved with no error and
more DMA transfers desired to continue after this transfer. This value is valid only on DMA
transfers and is not allowed for any other type of cycle.

1010 Error: Sync achieved with error. This is generally used to replace the SERR# or IOCHK# signal
on the PCI/ISA bus. It indicates that the data is to be transferred, but there is a serious error in
this transfer. For DMA transfers, this not only indicates an error, but also indicates DMA request
de-assertion and no more transfers desired for that channel.

Notes:

1.  All other combinations are RESERVED.

2. If the LPC controller receives any SYNC returned from the device other than short (0101), long wait (0110),
or ready (0000) when running a FWH cycle, indeterminate results may occur. A FWH device is not allowed
to assert an Error SYNC.

SYNC Time-Out

There are several error cases that can occur on the LPC interface. The PCH responds as
defined in Section 4.2.1.9 of the Low Pin Count Interface Specification, Revision 1.1 to
the stimuli described therein. There may be other peripheral failure conditions;
however, these are not handled by the PCH.
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SYNC Error Indication

The PCH responds as defined in Section 4.2.1.10 of the Low Pin Count Interface
Specification, Revision 1.1.

Upon recognizing the SYNC field indicating an error, the PCH treats this as a SERR by
reporting this into the Device 31 Error Reporting Logic.

LFRAME# Usage

The PCH follows the usage of LFRAME# as defined in the Low Pin Count Interface
Specification, Revision 1.1.

The PCH performs an abort for the following cases (possible failure cases):

e The PCH starts a Memory, I/0, or DMA cycle, but no device drives a valid SYNC
after four consecutive clocks.

e The PCH starts a Memory, I/0O, or DMA cycle, and the peripheral drives an invalid
SYNC pattern.

¢ A peripheral drives an illegal address when performing bus master cycles.
¢ A peripheral drives an invalid value.

I/0 Cycles

For I/O cycles targeting registers specified in the PCH’s decode ranges, the PCH
performs I/0 cycles as defined in the Low Pin Count Interface Specification, Revision
1.1. These are 8-bit transfers. If the processor attempts a 16-bit or 32-bit transfer, the
PCH breaks the cycle up into multiple 8-bit transfers to consecutive I/O addresses.

If the cycle is not claimed by any peripheral (and subsequently aborted), the PCH
returns a value of all 1s (FFh) to the processor. This is to maintain compatibility with
ISA I/0 cycles where pull-up resistors would keep the bus high if no device responds.

Bus Master Cycles

The PCH supports Bus Master cycles and requests (using LDRQ#) as defined in the Low
Pin Count Interface Specification, Revision 1.1. The PCH has two LDRQ# inputs, and
thus supports two separate bus master devices. It uses the associated START fields for
Bus Master 0 (0010b) or Bus Master 1 (0011b).

The PCH does not support LPC Bus Masters performing I/0 cycles. LPC Bus Masters
should only perform memory read or memory write cycles.

LPC Power Management

LPCPD# Protocol

Same timings as for SUS_STAT#. Upon driving SUS_STAT# low, LPC peripherals drive
LDRQ# low or tri-state it. The PCH shuts off the LDRQ# input buffers. After driving
SUS_STAT# active, the PCH drives LFRAME# low, and tri-states (or drives low)
LAD[3:0].

The Low Pin Count Interface Specification, Revision 1.1 defines the LPCPD# protocol
where there is at least 30 ps from LPCPD# assertion to LRST# assertion. This
specification explicitly states that this protocol only applies to entry/exit of low power
states which does not include asynchronous reset events. The PCH asserts both
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SUS_STAT# (connects to LPCPD#) and PLTRST# (connects to LRST#) at the same time
during a global reset. This is not inconsistent with the LPC LPCPD# protocol.

Configuration and PCH Implications

LPC I/F Decoders

To allow the I/0 cycles and memory mapped cycles to go to the LPC interface, the PCH
includes several decoders. During configuration, the PCH must be programmed with the
same decode ranges as the peripheral. The decoders are programmed using the D
31:FO configuration space.

The PCH cannot accept PCI write cycles from PCI-to-PCI bridges or devices with similar
characteristics (specifically those with a “Retry Read” feature which is enabled) to an
LPC device if there is an outstanding LPC read cycle towards the same PCI device or
bridge. These cycles are not part of normal system operation, but may be encountered
as part of platform validation testing using custom test fixtures.

Bus Master Device Mapping and START Fields

Bus Masters must have a unique START field. In the case of the PCH that supports two
LPC bus masters, it drives 0010 for the START field for grants to Bus Master 0
(requested using LDRQO#) and 0011 for grants to Bus Master 1 (requested using
LDRQ1+#.). Thus, no registers are needed to configure the START fields for a particular
bus master.

DMA Operation (D31:F0)

The PCH supports LPC DMA using the PCH’s DMA controller. The DMA controller has
registers that are fixed in the lower 64 KB of I/O space. The DMA controller is
configured using registers in the PCI configuration space. These registers allow
configuration of the channels for use by LPC DMA.

The DMA circuitry incorporates the functionality of two 8237 DMA controllers with
seven independently programmable channels (Figure 5-5). DMA Controller 1 (DMA-1)
corresponds to DMA Channels 0-3 and DMA Controller 2 (DMA-2) corresponds to
Channels 5-7. DMA Channel 4 is used to cascade the two controllers and defaults to
cascade mode in the DMA Channel Mode (DCM) Register. Channel 4 is not available for
any other purpose. In addition to accepting requests from DMA slaves, the DMA
controller also responds to requests that software initiates. Software may initiate a
DMA service request by setting any bit in the DMA Channel Request Register to a 1.

Floppy disk is not supported (or validated) in this PCH.
PCH DMA Controller

Channel 0—» Channel 4
Channel 1—p Channel 5—p
DMA-1 DMA-2
Channel 2—p Channel 6—p
Channel 3—Pp Channel 7—p

Each DMA channel is hardwired to the compatible settings for DMA device size:
Channels [3:0] are hardwired to 8-bit, count-by-bytes transfers, and Channels [7:5]
are hardwired to 16-bit, count-by-words (address shifted) transfers.
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The PCH provides 24-bit addressing in compliance with the ISA-Compatible
specification. Each channel includes a 16-bit ISA-Compatible Current Register which
holds the sixteen least-significant bits of the 24-bit address, an ISA-Compatible Page
Register which contains the eight next most significant bits of address.

The DMA controller also features refresh address generation, and auto-initialization
following a DMA termination.

Channel Priority

For priority resolution, the DMA consists of two logical channel groups: Channels 0-3
and Channels 4-7. Each group may be in either fixed or rotate mode, as determined by
the DMA Command Register.

DMA 1I/0 slaves normally assert their DREQ line to arbitrate for DMA service. However,
a software request for DMA service can be presented through each channel's DMA
Request Register. A software request is subject to the same prioritization as any
hardware request. See the detailed register description for Request Register
programming information in Section 12.2.

Fixed Priority

The initial fixed priority structure is as follows:

High priority Low priority

0,1,2,3 56,7

The fixed priority ordering is 0, 1, 2, 3, 5, 6, and 7. In this scheme, channel 0 has the
highest priority, and channel 7 has the lowest priority. Channels [3:0] of DMA-1 assume
the priority position of channel 4 in DMA-2, thus taking priority over Channels 5, 6,
and 7.

Rotating Priority

Rotation allows for “fairness” in priority resolution. The priority chain rotates so that the
last channel serviced is assigned the lowest priority in the channel group (0-3, 5-7).

Channels 0-3 rotate as a group of 4. They are always placed between Channel 5 and
Channel 7 in the priority list.

Channel 5-7 rotate as part of a group of 4. That is, Channels (5-7) form the first three
positions in the rotation, while Channel Group (0-3) comprises the fourth position in
the arbitration.

Address Compatibility Mode

When the DMA is operating, the addresses do not increment or decrement through the
High and Low Page Registers. Therefore, if a 24-bit address is 01FFFFh and increments,
the next address is 010000h, not 020000h. Similarly, if a 24-bit address is 020000h
and decrements, the next address is 02FFFFh, not 01FFFFh. However, when the DMA is
operating in 16-bit mode, the addresses still do not increment or decrement through
the High and Low Page Registers but the page boundary is now 128 K. Therefore, if a
24-bit address is 01FFFEh and increments, the next address is 000000h, not
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0100000h. Similarly, if a 24-bit address is 020000h and decrements, the next address
is 03FFFEh, not 02FFFEh. This is compatible with the 8237 and Page Register
implementation used in the PC-AT. This mode is set after CPURST is valid.

Summary of DMA Transfer Sizes

Table 5-10 lists each of the DMA device transfer sizes. The column labeled “Current
Byte/Word Count Register” indicates that the register contents represents either the
number of bytes to transfer or the number of 16-bit words to transfer. The column
labeled “Current Address Increment/Decrement” indicates the number added to or
taken from the Current Address register after each DMA transfer cycle. The DMA
Channel Mode Register determines if the Current Address Register will be incremented
or decremented.

Address Shifting When Programmed for 16-Bit I/0 Count
by Words

DMA Transfer Size

DMA Device Date Size And Word Count

Current Byte/Word
Count Register

Current Address
Increment / Decrement

8-Bit I/0, Count By Bytes

Bytes

1

16-Bit I/0, Count By Words (Address Shifted)

Words

1

The PCH maintains compatibility with the implementation of the DMA in the PC AT that
used the 8237. The DMA shifts the addresses for transfers to/from a 16-bit device

count-by-words.

The least significant bit of the Low Page Register is dropped in 16-bit shifted mode.
When programming the Current Address Register (when the DMA channel is in this
mode), the Current Address must be programmed to an even address with the address

value shifted right by one bit.

The address shifting is shown in Table 5-11.

Address Shifting in 16-Bit I/0 DMA Transfers

Output 8-Bit I/0 Programmed Address 16-Bit I/0 Programmed
Address (Ch 0-3) Address (Ch 5-7)
(Shifted)
A0 A0 0
Al16:1] A[16:1] A[15:0]
A[23:17] A[23:17] A[23:17]

Note: The least significant bit of the Page Register is dropped in 16-bit shifted mode.

Autoinitialize

By programming a bit in the DMA Channel Mode Register, a channel may be set up as
an autoinitialize channel. When a channel undergoes autoinitialization, the original
values of the Current Page, Current Address and Current Byte/Word Count Registers
are automatically restored from the Base Page, Address, and Byte/Word Count
Registers of that channel following Terminal Count (TC). The Base Registers are loaded
simultaneously with the Current Registers by the microprocessor when the DMA
channel is programmed and remain unchanged throughout the DMA service. The mask
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bit is not set when the channel is in autoinitialize. Following autoinitialize, the channel
is ready to perform another DMA service, without processor intervention, as soon as a
valid DREQ is detected.

Software Commands

There are three additional special software commands that the DMA controller can
execute. The three software commands are:

e (Clear Byte Pointer Flip-Flop
¢ Master Clear

e Clear Mask Register

They do not depend on any specific bit pattern on the data bus.

Low Pin Count (LPC) DMA

DMA on LPC is handled through the use of the LDRQ# lines from peripherals and
special encodings on LAD[3:0] from the host. Single, Demand, Verify, and Increment
modes are supported on the LPC interface. Channels 0-3 are 8-bit channels. Channels
5-7 are 16-bit channels. Channel 4 is reserved as a generic bus master request.

Asserting DMA Requests

Peripherals that need DMA service encode their requested channel number on the
LDRQ# signal. To simplify the protocol, each peripheral on the LPC I/F has its own
dedicated LDRQ# signal (they may not be shared between two separate peripherals).
The PCH has two LDRQ# inputs, allowing at least two devices to support DMA or bus
mastering.

LDRQ# is synchronous with LCLK (PCI clock). As shown in Figure 5-6, the peripheral
uses the following serial encoding sequence:

¢ Peripheral starts the sequence by asserting LDRQ# low (start bit). LDRQ# is high
during idle conditions.

e The next three bits contain the encoded DMA channel number (MSB first).

e The next bit (ACT) indicates whether the request for the indicated DMA channel is
active or inactive. The ACT bit is 1 (high) to indicate if it is active and 0 (low) if it is
inactive. The case where ACT is low is rare, and is only used to indicate that a
previous request for that channel is being abandoned.

o After the active/inactive indication, the LDRQ# signal must go high for at least one
clock. After that one clock, LDRQ# signal can be brought low to the next encoding
sequence.

If another DMA channel also needs to request a transfer, another sequence can be sent
on LDRQ#. For example, if an encoded request is sent for Channel 2, and then Channel
3 needs a transfer before the cycle for Channel 2 is run on the interface, the peripheral
can send the encoded request for Channel 3. This allows multiple DMA agents behind
an I/0 device to request use of the LPC interface, and the I/O device does not need to
self-arbitrate before sending the message.
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Figure 5-6. DMA Request Assertion through LDRQ#
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LDRQ#
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Abandoning DMA Requests

DMA Requests can be de-asserted in two fashions: on error conditions by sending an
LDRQ# message with the ‘ACT’ bit set to 0, or normally through a SYNC field during the
DMA transfer. This section describes boundary conditions where the DMA request needs
to be removed prior to a data transfer.

There may be some special cases where the peripheral desires to abandon a DMA
transfer. The most likely case of this occurring is due to a floppy disk controller which
has overrun or underrun its FIFO, or software stopping a device prematurely.

In these cases, the peripheral wishes to stop further DMA activity. It may do so by
sending an LDRQ# message with the ACT bit as 0. However, since the DMA request was
seen by the PCH, there is no assurance that the cycle has not been granted and will
shortly run on LPC. Therefore, peripherals must take into account that a DMA cycle may
still occur. The peripheral can choose not to respond to this cycle, in which case the
host will abort it, or it can choose to complete the cycle normally with any random data.

This method of DMA de-assertion should be prevented whenever possible, to limit
boundary conditions both on the PCH and the peripheral.

General Flow of DMA Transfers

Arbitration for DMA channels is performed through the 8237 within the host. Once the
host has won arbitration on behalf of a DMA channel assigned to LPC, it asserts
LFRAME# on the LPC I/F and begins the DMA transfer. The general flow for a basic DMA
transfer is as follows:

1. The PCH starts transfer by asserting 0000b on LAD[3:0] with LFRAME# asserted.
The PCH asserts ‘cycle type’ of DMA, direction based on DMA transfer direction.
The PCH asserts channel number and, if applicable, terminal count.

The PCH indicates the size of the transfer: 8 or 16 bits.

If a DMA read...
— The PCH drives the first 8 bits of data and turns the bus around.
— The peripheral acknowledges the data with a valid SYNC.
— If a 16-bit transfer, the process is repeated for the next 8 bits.
6. If a DMA write...
— The PCH turns the bus around and waits for data.
— The peripheral indicates data ready through SYNC and transfers the first byte.

— If a 16-bit transfer, the peripheral indicates data ready and transfers the next
byte.

7. The peripheral turns around the bus.

u A W N
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Terminal Count

Terminal count is communicated through LAD[3] on the same clock that DMA channel is
communicated on LAD[2:0]. This field is the CHANNEL field. Terminal count indicates
the last byte of transfer, based upon the size of the transfer.

For example, on an 8-bit transfer size (SIZE field is 00b), if the TC bit is set, then this is
the last byte. On a 16-bit transfer (SIZE field is 01b), if the TC bit is set, then the
second byte is the last byte. The peripheral, therefore, must internalize the TC bit when
the CHANNEL field is communicated, and only signal TC when the last byte of that
transfer size has been transferred.

Verify Mode

Verify mode is supported on the LPC interface. A verify transfer to the peripheral is
similar to a DMA write, where the peripheral is transferring data to main memory. The
indication from the host is the same as a DMA write, so the peripheral will be driving
data onto the LPC interface. However, the host will not transfer this data into main
memory.

DMA Request De-assertion

An end of transfer is communicated to the PCH through a special SYNC field
transmitted by the peripheral. An LPC device must not attempt to signal the end of a
transfer by de-asserting LDREQ#. If a DMA transfer is several bytes (such as, a transfer
from a demand mode device) the PCH needs to know when to de-assert the DMA
request based on the data currently being transferred.

The DMA agent uses a SYNC encoding on each byte of data being transferred, which
indicates to the PCH whether this is the last byte of transfer or if more bytes are
requested. To indicate the last byte of transfer, the peripheral uses a SYNC value of
0000b (ready with no error), or 1010b (ready with error). These encodings tell the PCH
that this is the last piece of data transferred on a DMA read (PCH to peripheral), or the
byte that follows is the last piece of data transferred on a DMA write (peripheral to the
PCH).

When the PCH sees one of these two encodings, it ends the DMA transfer after this byte
and de-asserts the DMA request to the 8237. Therefore, if the PCH indicated a 16-bit
transfer, the peripheral can end the transfer after one byte by indicating a SYNC value
of 0000b or 1010b. The PCH does not attempt to transfer the second byte, and de-
asserts the DMA request internally.

If the peripheral indicates a 0000b or 1010b SYNC pattern on the last byte of the
indicated size, then the PCH only de-asserts the DMA request to the 8237 since it does
not need to end the transfer.

If the peripheral wishes to keep the DMA request active, then it uses a SYNC value of
1001b (ready plus more data). This tells the 8237 that more data bytes are requested
after the current byte has been transferred, so the PCH keeps the DMA request active
to the 8237. Therefore, on an 8-bit transfer size, if the peripheral indicates a SYNC
value of 1001b to the PCH, the data will be transferred and the DMA request will remain
active to the 8237. At a later time, the PCH will then come back with another START-
CYCTYPE-CHANNEL-SIZE and so on combination to initiate another transfer to the
peripheral.
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The peripheral must not assume that the next START indication from the PCH is
another grant to the peripheral if it had indicated a SYNC value of 1001b. On a single
mode DMA device, the 8237 will re-arbitrate after every transfer. Only demand mode
DMA devices can be assured that they will receive the next START indication from the
PCH.

Indicating a 0000b or 1010b encoding on the SYNC field of an odd byte of a 16-bit
channel (first byte of a 16-bit transfer) is an error condition.

The host stops the transfer on the LPC bus as indicated, fills the upper byte with
random data on DMA writes (peripheral to memory), and indicates to the 8237 that the
DMA transfer occurred, incrementing the 8237’s address and decrementing its byte
count.

SYNC Field / LDRQ# Rules

Since DMA transfers on LPC are requested through an LDRQ# assertion message, and
are ended through a SYNC field during the DMA transfer, the peripheral must obey the
following rule when initiating back-to-back transfers from a DMA channel.

The peripheral must not assert another message for eight LCLKs after a de-assertion is
indicated through the SYNC field. This is needed to allow the 8237, that typically runs
off a much slower internal clock, to see a message de-asserted before it is re-asserted
so that it can arbitrate to the next agent.

Under default operation, the host only performs 8-bit transfers on 8-bit channels and
16-bit transfers on 16-bit channels.

The method by which this communication between host and peripheral through system
BIOS is performed is beyond the scope of this specification. Since the LPC host and LPC
peripheral are motherboard devices, no “plug-n-play” registry is required.

The peripheral must not assume that the host is able to perform transfer sizes that are
larger than the size allowed for the DMA channel, and be willing to accept a SIZE field
that is smaller than what it may currently have buffered.

To that end, it is recommended that future devices that may appear on the LPC bus,
that require higher bandwidth than 8-bit or 16-bit DMA allow, do so with a bus
mastering interface and not rely on the 8237.

8254 Timers (D31:F0)

The PCH contains three counters that have fixed uses. All registers and functions
associated with the 8254 timers are in the core well. The 8254 unit is clocked by a
14.318 MHz clock.

Counter 0, System Timer

This counter functions as the system timer by controlling the state of IRQO and is
typically programmed for Mode 3 operation. The counter produces a square wave with
a period equal to the product of the counter period (838 ns) and the initial count value.
The counter loads the initial count value 1 counter period after software writes the
count value to the counter I/O address. The counter initially asserts IRQ0 and
decrements the count value by two each counter period. The counter negates IRQO
when the count value reaches 0. It then reloads the initial count value and again
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decrements the initial count value by two each counter period. The counter then
asserts IRQO when the count value reaches 0, reloads the initial count value, and
repeats the cycle, alternately asserting and negating IRQO.

Counter 1, Refresh Request Signal

This counter provides the refresh request signal and is typically programmed for Mode
2 operation and only impacts the period of the REF_TOGGLE bit in Port 61. The initial
count value is loaded one counter period after being written to the counter I/O address.
The REF_TOGGLE bit will have a square wave behavior (alternate between 0 and 1) and
will toggle at a rate based on the value in the counter. Programming the counter to
anything other than Mode 2 will result in undefined behavior for the REF_TOGGLE bit.

Counter 2, Speaker Tone

This counter provides the speaker tone and is typically programmed for Mode 3
operation. The counter provides a speaker frequency equal to the counter clock
frequency (1.193 MHz) divided by the initial count value. The speaker must be enabled
by a write to port 061h (see NMI Status and Control ports).

Timer Programming

The counter/timers are programmed in the following fashion:
1. Write a control word to select a counter.
2. Write an initial count for that counter.

3. Load the least and/or most significant bytes (as required by Control Word Bits 5, 4)
of the 16-bit counter.

4. Repeat with other counters.

Only two conventions need to be observed when programming the counters. First, for
each counter, the control word must be written before the initial count is written.
Second, the initial count must follow the count format specified in the control word
(least significant byte only, most significant byte only, or least significant byte and then
most significant byte).

A new initial count may be written to a counter at any time without affecting the
counter's programmed mode. Counting is affected as described in the mode definitions.
The new count must follow the programmed count format.

If a counter is programmed to read/write two-byte counts, the following precaution
applies: A program must not transfer control between writing the first and second byte
to another routine which also writes into that same counter. Otherwise, the counter will
be loaded with an incorrect count.

The Control Word Register at port 43h controls the operation of all three counters.
Several commands are available:

e Control Word Command. Specifies which counter to read or write, the operating
mode, and the count format (binary or BCD).

e Counter Latch Command. Latches the current count so that it can be read by the
system. The countdown process continues.

e Read Back Command. Reads the count value, programmed mode, the current
state of the OUT pins, and the state of the Null Count Flag of the selected counter.

Table 5-12 lists the six operating modes for the interval counters.
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Mode Function Description

0 Out signal on end of count (=0) Output is 0. When count goes to 0, output goes to 1 and
stays at 1 until counter is reprogrammed.

1 Hardware retriggerable one-shot Output is 0. When count goes to 0, output goes to 1 for
one clock time.

2 Rate generator (divide by n counter) | Outputis 1. Output goes to 0 for one clock time, then
back to 1 and counter is reloaded.

3 Square wave output Output is 1. Output goes to 0 when counter rolls over, and
counter is reloaded. Output goes to 1 when counter rolls
over, and counter is reloaded, and so on.

4 Software triggered strobe Output is 1. Output goes to 0 when count expires for one
clock time.

5 Hardware triggered strobe Output is 1. Output goes to 0 when count expires for one
clock time.

Reading from the Interval Timer

It is often desirable to read the value of a counter without disturbing the count in
progress. There are three methods for reading the counters: a simple read operation,
counter Latch command, and the Read-Back command. Each is explained below.

With the simple read and counter latch command methods, the count must be read
according to the programmed format; specifically, if the counter is programmed for two
byte counts, two bytes must be read. The two bytes do not have to be read one right
after the other. Read, write, or programming operations for other counters may be
inserted between them.

Simple Read

The first method is to perform a simple read operation. The counter is selected through
Port 40h (Counter 0), 41h (Counter 1), or 42h (Counter 2).

Performing a direct read from the counter does not return a determinate value,
because the counting process is asynchronous to read operations. However, in the case
of Counter 2, the count can be stopped by writing to the GATE bit in Port 61h.

Counter Latch Command

The Counter Latch command, written to Port 43h, latches the count of a specific
counter at the time the command is received. This command is used to ensure that the
count read from the counter is accurate, particularly when reading a two-byte count.
The count value is then read from each counter’s Count register as was programmed by
the Control register.

The count is held in the latch until it is read or the counter is reprogrammed. The count
is then unlatched. This allows reading the contents of the counters on the fly without
affecting counting in progress. Multiple Counter Latch Commands may be used to latch
more than one counter. Counter Latch commands do not affect the programmed mode
of the counter in any way.

If a Counter is latched and then, some time later, latched again before the count is
read, the second Counter Latch command is ignored. The count read is the count at the
time the first Counter Latch command was issued.

133



[ ®
l n t e l > Functional Description

5.8.2.3 Read Back Command

The Read Back command, written to Port 43h, latches the count value, programmed
mode, and current states of the OUT pin and Null Count flag of the selected counter or
counters. The value of the counter and its status may then be read by I/O access to the
counter address.

The Read Back command may be used to latch multiple counter outputs at one time.
This single command is functionally equivalent to several counter latch commands, one
for each counter latched. Each counter's latched count is held until it is read or
reprogrammed. Once read, a counter is unlatched. The other counters remain latched
until they are read. If multiple count Read Back commands are issued to the same
counter without reading the count, all but the first are ignored.

The Read Back command may additionally be used to latch status information of
selected counters. The status of a counter is accessed by a read from that counter's
I/0 port address. If multiple counter status latch operations are performed without
reading the status, all but the first are ignored.

Both count and status of the selected counters may be latched simultaneously. This is
functionally the same as issuing two consecutive, separate Read Back commands. If
multiple count and/or status Read Back commands are issued to the same counters
without any intervening reads, all but the first are ignored.

If both count and status of a counter are latched, the first read operation from that
counter returns the latched status, regardless of which was latched first. The next one
or two reads, depending on whether the counter is programmed for one or two type
counts, returns the latched count. Subsequent reads return unlatched count.

5.9 8259 Programmable Interrupt Controllers (PIC)
(D31:F0)

The PCH incorporates the functionality of two 8259 interrupt controllers that provide
system interrupts for the ISA compatible interrupts. These interrupts can include:
system timer, keyboard controller, serial ports, parallel ports, floppy disk, mouse, and
DMA channels. In addition, this interrupt controller can support the PCI based
interrupts, by mapping the PCI interrupt onto the compatible ISA interrupt line. Each
8259 controller supports eight interrupts, numbered 0-7. Table 5-13 shows how the
controllers are connected.

Table 5-13. Interrupt Controller Connections (Sheet 1 of 2)

8259 18n2p5u9t Typic;:)ﬁr:(t::rrupt Connected Pin / Function
Master 0 Internal Internal Timer / Counter 0 output / HPET #0

1 Keyboard IRQ1 using SERIRQ

2 Internal Slave controller INTR output

3 Serial Port A IRQ3 using SERIRQ,

4 Serial Port B IRQ4 using SERIRQ, PIRQ#

5 Parallel Port / Generic IRQ5 using SERIRQ, PIRQ#

6 Floppy Disk IRQ6 using SERIRQ, PIRQ#

7 Parallel Port / Generic IRQ7 using SERIRQ, PIRQ#
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Interrupt Controller Connections (Sheet 2 of 2)

8259 18n2p5th Typicg:’lll:(t:grrupt Connected Pin / Function
Slave 0 Internal Real Time Clock | Internal RTC / HPET #1
1 Generic IRQ9 using SERIRQ, SCI, TCO, or PIRQ#
2 Generic IRQ10 using SERIRQ, SCI, TCO, or PIRQ#
3 Generic IRQ11 using SERIRQ, SCI, TCO, or PIRQ#, or HPET #2
4 PS/2 Mouse IRQ12 using SERIRQ, SCI, TCO, or PIRQ#, or HPET #3
5 Internal State Machine output based on processor FERR#
assertion. May optionally be used for SCI or TCO interrupt
if FERR# not needed.
6 SATA SATA Primary (legacy mode), or using SERIRQ or PIRQ#
7 SATA SATA Secondary (legacy mode) or using SERIRQ or PIRQ#

The PCH cascades the slave controller onto the master controller through master
controller interrupt input 2. This means there are only 15 possible interrupts for the
PCH PIC.

Interrupts can individually be programmed to be edge or level, except for IRQO, IRQ2,
IRQ8+#, and IRQ13.

Active-low interrupt sources (such as, the PIRQ#s) are inverted inside the PCH. In the
following descriptions of the 8259s, the interrupt levels are in reference to the signals
at the internal interface of the 8259s, after the required inversions have occurred.
Therefore, the term “high” indicates “active,” which means “low” on an originating
PIRQ#.

Interrupt Handling

Generating Interrupts

The PIC interrupt sequence involves three bits, from the IRR, ISR, and IMR, for each
interrupt level. These bits are used to determine the interrupt vector returned, and
status of any other pending interrupts. Table 5-14 defines the IRR, ISR, and IMR.

Interrupt Status Registers

Bit Description

IRR Interrupt Request Register. This bit is set on a low to high transition of the interrupt line in edge
mode, and by an active high level in level mode. This bit is set whether or not the interrupt is
masked. However, a masked interrupt will not generate INTR.

ISR Interrupt Service Register. This bit is set, and the corresponding IRR bit cleared, when an
interrupt acknowledge cycle is seen, and the vector returned is for that interrupt.

IMR Interrupt Mask Register. This bit determines whether an interrupt is masked. Masked interrupts
will not generate INTR.

Acknowledging Interrupts

The processor generates an interrupt acknowledge cycle that is translated by the host
bridge into a PCI Interrupt Acknowledge Cycle to the PCH. The PIC translates this
command into two internal INTA# pulses expected by the 8259 cores. The PIC uses the
first internal INTA# pulse to freeze the state of the interrupts for priority resolution. On
the second INTA# pulse, the master or slave sends the interrupt vector to the
processor with the acknowledged interrupt code. This code is based upon Bits 7:3 of
the corresponding ICW2 register, combined with three bits representing the interrupt
within that controller.
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Master, Slave Interrupt Bits [7:3] Bits [2:0]
IRQ7,15 ICW2[7:3] 111
IRQ6,14 110
IRQ5,13 101
1RQ4,12 100
IRQ3,11 011
IRQ2,10 010
IRQ1,9 001
IRQO,8 000

Hardware/Software Interrupt Sequence

1.

One or more of the Interrupt Request lines (IRQ) are raised high in edge mode, or
seen high in level mode, setting the corresponding IRR bit.

2. The PIC sends INTR active to the processor if an asserted interrupt is not masked.

3. The processor acknowledges the INTR and responds with an interrupt acknowledge

cycle. The cycle is translated into a PCI interrupt acknowledge cycle by the host
bridge. This command is broadcast over PCI by the PCH.

Upon observing its own interrupt acknowledge cycle on PCI, the PCH converts it
into the two cycles that the internal 8259 pair can respond to. Each cycle appears
as an interrupt acknowledge pulse on the internal INTA# pin of the cascaded
interrupt controllers.

. Upon receiving the first internally generated INTA# pulse, the highest priority ISR

bit is set and the corresponding IRR bit is reset. On the trailing edge of the first
pulse, a slave identification code is broadcast by the master to the slave on a
private, internal three bit wide bus. The slave controller uses these bits to
determine if it must respond with an interrupt vector during the second INTA#
pulse.

. Upon receiving the second internally generated INTA# pulse, the PIC returns the

interrupt vector. If no interrupt request is present because the request was too
short in duration, the PIC returns vector 7 from the master controller.

. This completes the interrupt cycle. In AEOI mode the ISR bit is reset at the end of

the second INTA# pulse. Otherwise, the ISR bit remains set until an appropriate
EOI command is issued at the end of the interrupt subroutine.

Initialization Command Words (ICWXx)

Before operation can begin, each 8259 must be initialized. In the PCH, this is a four
byte sequence. The four initialization command words are referred to by their
acronyms: ICW1, ICW2, ICW3, and ICW4.

The base address for each 8259 initialization command word is a fixed location in the
I/0 memory space: 20h for the master controller, and AOh for the slave controller.

ICwW1

An I/O write to the master or slave controller base address with data bit 4 equal to 1 is

interpreted as a write to ICW1. Upon sensing this write, the PCH’s PIC expects three
more byte writes to 21h for the master controller, or Alh for the slave controller, to
complete the ICW sequence.
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A write to ICW1 starts the initialization sequence during which the following
automatically occur:

1. Following initialization, an interrupt request (IRQ) input must make a low-to-high
transition to generate an interrupt.

The Interrupt Mask Register is cleared.

. IRQ7 input is assigned priority 7.

. The slave mode address is set to 7.

. Special mask mode is cleared and Status Read is set to IRR.

u b W N

ICW2

The second write in the sequence (ICW2) is programmed to provide bits [7:3] of the
interrupt vector that will be released during an interrupt acknowledge. A different base
is selected for each interrupt controller.

ICW3

The third write in the sequence (ICW3) has a different meaning for each controller.

e For the master controller, ICW3 is used to indicate which IRQ input line is used to
cascade the slave controller. Within the PCH, IRQ2 is used. Therefore, Bit 2 of ICW3
on the master controller is set to a 1, and the other bits are set to Os.

e For the slave controller, ICW3 is the slave identification code used during an
interrupt acknowledge cycle. On interrupt acknowledge cycles, the master
controller broadcasts a code to the slave controller if the cascaded interrupt won
arbitration on the master controller. The slave controller compares this
identification code to the value stored in its ICW3, and if it matches, the slave
controller assumes responsibility for broadcasting the interrupt vector.

ICW4

The final write in the sequence (ICW4) must be programmed for both controllers. At
the very least, Bit 0 must be set to a 1 to indicate that the controllers are operating in
an Intel Architecture-based system.

Operation Command Words (OCW)
These command words reprogram the Interrupt controller to operate in various
interrupt modes.

¢ OCW1 masks and unmasks interrupt lines.

e OCW?2 controls the rotation of interrupt priorities when in rotating priority mode,
and controls the EOI function.

e OCWS3 sets up ISR/IRR reads, enables/disables the special mask mode (SMM), and
enables/disables polled interrupt mode.
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Modes of Operation

Fully Nested Mode

In this mode, interrupt requests are ordered in priority from 0 through 7, with 0 being
the highest. When an interrupt is acknowledged, the highest priority request is
determined and its vector placed on the bus. Additionally, the ISR for the interrupt is
set. This ISR bit remains set until: the processor issues an EOI command immediately
before returning from the service routine; or if in AEOI mode, on the trailing edge of
the second INTA#. While the ISR bit is set, all further interrupts of the same or lower
priority are inhibited, while higher levels generate another interrupt. Interrupt priorities
can be changed in the rotating priority mode.

Special Fully-Nested Mode

This mode is used in the case of a system where cascading is used, and the priority has
to be conserved within each slave. In this case, the special fully-nested mode is
programmed to the master controller. This mode is similar to the fully-nested mode
with the following exceptions:

e When an interrupt request from a certain slave is in service, this slave is not locked
out from the master's priority logic and further interrupt requests from higher
priority interrupts within the slave are recognized by the master and initiate
interrupts to the processor. In the normal-nested mode, a slave is masked out
when its request is in service.

e When exiting the Interrupt Service routine, software has to check whether the
interrupt serviced was the only one from that slave. This is done by sending a Non-
Specific EOI command to the slave and then reading its ISR. If it is 0, a non-
specific EQOI can also be sent to the master.

Automatic Rotation Mode (Equal Priority Devices)

In some applications, there are a humber of interrupting devices of equal priority.
Automatic rotation mode provides for a sequential 8-way rotation. In this mode, a
device receives the lowest priority after being serviced. In the worst case, a device
requesting an interrupt has to wait until each of seven other devices are serviced at
most once.

There are two ways to accomplish automatic rotation using OCW2; the Rotation on
Non-Specific EOI Command (R=1, SL=0, EOI=1) and the rotate in automatic EOI mode
which is set by (R=1, SL=0, EOI=0).

Specific Rotation Mode (Specific Priority)

Software can change interrupt priorities by programming the bottom priority. For
example, if IRQ5 is programmed as the bottom priority device, then IRQ6 is the highest
priority device. The Set Priority Command is issued in OCW2 to accomplish this, where:
R=1, SL=1, EOI=0 and LO-L2 is the binary priority level code of the bottom priority
device.

In this mode, internal status is updated by software control during OCW2. However, it
is independent of the EOI command. Priority changes can be executed during an EOI
command by using the Rotate on Specific EOI Command in OCW2 (R=1, SL=1, EOI=1)
and LO-L2=IRQ level to receive bottom priority.
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Poll Mode

Poll mode can be used to conserve space in the interrupt vector table. Multiple
interrupts that can be serviced by one interrupt service routine do not need separate
vectors if the service routine uses the poll command. Poll mode can also be used to
expand the number of interrupts. The polling interrupt service routine can call the
appropriate service routine, instead of providing the interrupt vectors in the vector
table. In this mode, the INTR output is not used and the microprocessor internal
Interrupt Enable flip-flop is reset, disabling its interrupt input. Service to devices is
achieved by software using a Poll command.

The Poll command is issued by setting P=1 in OCW3. The PIC treats its next I/O read as
an interrupt acknowledge, sets the appropriate ISR bit if there is a request, and reads
the priority level. Interrupts are frozen from the OCW3 write to the I/O read. The byte
returned during the I/O read contains a 1 in Bit 7 if there is an interrupt, and the binary
code of the highest priority level in Bits 2:0.

Edge and Level Triggered Mode

In ISA systems this mode is programmed using Bit 3 in ICW1, which sets level or edge
for the entire controller. In the PCH, this bit is disabled and a register for edge and level
triggered mode selection, per interrupt input, is included. This is the Edge/Level control
Registers ELCR1 and ELCR2.

If an ELCR bit is 0, an interrupt request will be recognized by a low-to-high transition
on the corresponding IRQ input. The IRQ input can remain high without generating
another interrupt. If an ELCR bit is 1, an interrupt request will be recognized by a high
level on the corresponding IRQ input and there is no need for an edge detection. The
interrupt request must be removed before the EOI command is issued to prevent a
second interrupt from occurring.

In both the edge and level triggered modes, the IRQ inputs must remain active until
after the falling edge of the first internal INTA#. If the IRQ input goes inactive before
this time, a default IRQ7 vector is returned.

End of Interrupt (EOI) Operations

An EOI can occur in one of two fashions: by a command word write issued to the PIC
before returning from a service routine, the EOI command; or automatically when AEOI
bit in ICW4 is set to 1.

Normal End of Interrupt

In normal EOI, software writes an EOI command before leaving the interrupt service
routine to mark the interrupt as completed. There are two forms of EOI commands:
Specific and Non-Specific. When a Non-Specific EOI command is issued, the PIC clears
the highest ISR bit of those that are set to 1. Non-Specific EOI is the normal mode of
operation of the PIC within the PCH, as the interrupt being serviced currently is the
interrupt entered with the interrupt acknowledge. When the PIC is operated in modes
that preserve the fully nested structure, software can determine which ISR bit to clear
by issuing a Specific EOI. An ISR bit that is masked is not cleared by a Non-Specific EOI
if the PIC is in the special mask mode. An EOI command must be issued for both the
master and slave controller.
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Automatic End of Interrupt Mode

In this mode, the PIC automatically performs a Non-Specific EOI operation at the
trailing edge of the last interrupt acknowledge pulse. From a system standpoint, this
mode should be used only when a nested multi-level interrupt structure is not required
within a single PIC. The AEOI mode can only be used in the master controller and not
the slave controller.

Masking Interrupts

Masking on an Individual Interrupt Request

Each interrupt request can be masked individually by the Interrupt Mask Register
(IMR). This register is programmed through OCW1. Each bit in the IMR masks one
interrupt channel. Masking IRQ2 on the master controller masks all requests for service
from the slave controller.

Special Mask Mode

Some applications may require an interrupt service routine to dynamically alter the
system priority structure during its execution under software control. For example, the
routine may wish to inhibit lower priority requests for a portion of its execution but
enable some of them for another portion.

The special mask mode enables all interrupts not masked by a bit set in the Mask
register. Normally, when an interrupt service routine acknowledges an interrupt without
issuing an EOI to clear the ISR bit, the interrupt controller inhibits all lower priority
requests. In the special mask mode, any interrupts may be selectively enabled by
loading the Mask Register with the appropriate pattern. The special mask mode is set
by OCW3 where: SSMM=1, SMM=1, and cleared where SSMM=1, SMM=0.

Steering PCI Interrupts

The PCH can be programmed to allow PIRQA#-PIRQH# to be routed internally to
interrupts 3-7, 9-12, 14 or 15. The assignment is programmable through the PIRQx
Route Control registers, located at 60-63h and 68-6Bh in D31:F0. One or more
PIRQx# lines can be routed to the same IRQx input. If interrupt steering is not
required, the Route registers can be programmed to disable steering.

The PIRQx# lines are defined as active low, level sensitive to allow multiple interrupts
on a PCI board to share a single line across the connector. When a PIRQx# is routed to
specified IRQ line, software must change the IRQ's corresponding ELCR bit to level
sensitive mode. The PCH internally inverts the PIRQx# line to send an active high level
to the PIC. When a PCI interrupt is routed onto the PIC, the selected IRQ can no longer
be used by an active high device (through SERIRQ). However, active low interrupts can
share their interrupt with PCI interrupts.

Internal sources of the PIRQs, including SCI and TCO interrupts, cause the external
PIRQ to be asserted. The PCH receives the PIRQ input, like all of the other external
sources, and routes it accordingly.
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Advanced Programmable Interrupt Controller
(APIC) (D31:F0)

In addition to the standard ISA-compatible PIC described in the previous section, the
PCH incorporates the APIC. While the standard interrupt controller is intended for use
in a uni-processor system, APIC can be used in either a uni-processor or multi-
processor system.

Interrupt Handling

The I/O APIC handles interrupts very differently than the 8259. Briefly, these
differences are:

e Method of Interrupt Transmission. The I/O APIC transmits interrupts through
memory writes on the normal data path to the processor, and interrupts are
handled without the need for the processor to run an interrupt acknowledge cycle.

e Interrupt Priority. The priority of interrupts in the I/O APIC is independent of the
interrupt number. For example, interrupt 10 can be given a higher priority than
interrupt 3.

¢ More Interrupts. The I/O APIC in the PCH supports a total of 24 interrupts.

¢ Multiple Interrupt Controllers. The I/O APIC architecture allows for multiple I/O
APIC devices in the system with their own interrupt vectors.

Interrupt Mapping

The I/O APIC within the PCH supports 24 APIC interrupts. Each interrupt has its own
unique vector assigned by software. The interrupt vectors are mapped as shown in the
following table.

Table 5-16. APIC Interrupt Mapping! (Sheet 1 of 2)

Datasheet

mow | ong, | Drect | Geing per
0 No No No Cascade from 8259 #1
1 Yes No Yes
2 No No No 8254 Counter 0, HPET #0 (legacy mode)
3 Yes No Yes
4 Yes No Yes
5 Yes No Yes
6 Yes No Yes
7 Yes No Yes
8 No No No RTC, HPET #1 (legacy mode)
9 Yes No Yes Option for SCI, TCO
10 Yes No Yes Option for SCI, TCO
11 Yes No Yes HPET #2, Option for SCI, TCO (Note 2)
12 Yes No Yes HPET #3 (Note 3)
13 No No No FERR# logic
14 Yes No Yes SATA Primary (legacy mode)
15 Yes No Yes SATA Secondary (legacy mode)
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wox | gang, | Drect | yeing rer
16 PIRQA# PIRQA# Yes Internal devices are routable; see Section 10.1.17
17 PIRQB# PIRQB# though Section 10.1.33.
18 PIRQC# PIRQC#
19 PIRQD# PIRQD#
20 N/A PIRQE#% Yes Option for SCI, TCO, HPET #0,1,2, 3. Other internal
21 N/A PIRQF#4 gz\éltlggzﬁ igelzlr.o;gt.able, see Section 10.1.17 though
22 N/A PIRQG#*
23 N/A PIRQH#%

Notes:

1.  When programming the polarity of internal interrupt sources on the APIC, interrupts 0 through 15 receive
active-high internal interrupt sources, while interrupts 16 through 23 receive active-low internal interrupt
sources.

2. IfIRQ 11 is used for HPET #2, software should ensure IRQ 11 is not shared with any other devices to
ensure the proper operation of HPET #2. The PCH hardware does not prevent sharing of IRQ 11.

3. IfIRQ 12 is used for HPET #3, software should ensure IRQ 12 is not shared with any other devices to
ensure the proper operation of HPET #3. The PCH hardware does not prevent sharing of IRQ 12.

4. PIRQ[E:H] are Multiplexed with GPIO pins. Interrupts PIRQ[E:H] will not be exposed if they are configured
as GPIOs.

PCI / PCI Express* Message-Based Interrupts

When external devices through PCI/PCI Express wish to generate an interrupt, they will
send the message defined in the PCI Express* Base Specification, Revision 2.0 for
generating INTA# - INTD#. These will be translated internal assertions/de-assertions
of INTA# - INTD#.

IOXAPIC Address Remapping

To support Intel Virtualization Technology, interrupt messages are required to go
through similar address remapping as any other memory request. Address remapping
allows for domain isolation for interrupts, so a device assigned in one domain is not
allowed to generate an interrupt to another domain.

The address remapping is based on the Bus: Device: Function field associated with the
requests. The internal APIC is required to initiate the interrupt message using a unique
Bus: Device: Function.

The PCH allows BIOS to program the unique Bus: Device: Function address for the
internal APIC. This address field does not change the APIC functionality and the APIC is
not promoted as a stand-alone PCI device. See Device 31: Function 0 Offset 6Ch for
additional information.

External Interrupt Controller Support

The PCH supports external APICs off of PCI Express ports but does not support APICs
on the PCI bus. The EOI special cycle is only forwarded to PCI Express ports.
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Serial Interrupt (D31:F0)

The PCH supports a serial IRQ scheme. This allows a single signal to be used to report
interrupt requests. The signal used to transmit this information is shared between the
PCH and all participating peripherals. The signal line, SERIRQ, is synchronous to PCI
clock, and follows the sustained tri-state protocol that is used by all PCI signals. This
means that if a device has driven SERIRQ low, it will first drive it high synchronous to
PCI clock and release it the following PCI clock. The serial IRQ protocol defines this
sustained tri-state signaling in the following fashion:

e S - Sample Phase. Signal driven low
e R - Recovery Phase. Signal driven high
e T - Turn-around Phase. Signal released

The PCH supports a message for 21 serial interrupts. These represent the 15 ISA
interrupts (IRQ0-1, 3-15), the four PCI interrupts, and the control signals SMI# and
IOCHK#. The serial IRQ protocol does not support the additional APIC interrupts
(20-23).

When the SATA controller is configured for legacy IDE mode, IRQ14 and IRQ15 are
expected to behave as ISA legacy interrupts that cannot be shared (that is, through the
Serial Interrupt pin). If IRQ14 and IRQ15 are shared with Serial Interrupt pin then
abnormal system behavior may occur. For example, IRQ14/15 may not be detected by
the PCH's interrupt controller. When the SATA controller is not running in Native IDE
mode, IRQ14 and IRQ15 are used as special interrupts. If the SATA controller is in
native mode, these interrupts can be mapped to other devices accordingly.

Start Frame

The serial IRQ protocol has two modes of operation which affect the start frame. These
two modes are: Continuous, where the PCH is solely responsible for generating the
start frame; and Quiet, where a serial IRQ peripheral is responsible for beginning the
start frame.

The mode that must first be entered when enabling the serial IRQ protocol is
continuous mode. In this mode, the PCH asserts the start frame. This start frame is 4,
6, or 8 PCI clocks wide based upon the Serial IRQ Control Register, bits 1:0 at 64h in
D31:FO0 configuration space. This is a polling mode.

When the serial IRQ stream enters quiet mode (signaled in the Stop Frame), the
SERIRQ line remains inactive and pulled up between the Stop and Start Frame until a
peripheral drives the SERIRQ signal low. The PCH senses the line low and continues to
drive it low for the remainder of the Start Frame. Since the first PCI clock of the start
frame was driven by the peripheral in this mode, the PCH drives the SERIRQ line low for
1 PCI clock less than in continuous mode. This mode of operation allows for a quiet,
and therefore lower power, operation.

Data Frames

Once the Start frame has been initiated, all of the SERIRQ peripherals must start
counting frames based on the rising edge of SERIRQ. Each of the IRQ/DATA frames has
exactly 3 phases of 1 clock each:
e Sample Phase. During this phase, the SERIRQ device drives SERIRQ low if the
corresponding interrupt signal is low. If the corresponding interrupt is high, then
the SERIRQ devices tri-state the SERIRQ signal. The SERIRQ line remains high due
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to pull-up resistors (there is no internal pull-up resistor on this signal, an external
pull-up resistor is required). A low level during the IRQ0-1 and IRQ2-15 frames
indicates that an active-high ISA interrupt is not being requested, but a low level
during the PCI INT[A:D], SMI#, and IOCHK# frame indicates that an active-low
interrupt is being requested.

e Recovery Phase. During this phase, the device drives the SERIRQ line high if in
the Sample Phase it was driven low. If it was not driven in the sample phase, it is
tri-stated in this phase.

e Turn-around Phase. The device tri-states the SERIRQ line

5.11.3 Stop Frame
After all data frames, a Stop Frame is driven by the PCH. The SERIRQ signal is driven
low by the PCH for 2 or 3 PCI clocks. The number of clocks is determined by the
SERIRQ configuration register. The number of clocks determines the next mode.
Table 5-17. Stop Frame Explanation
Stop Frame Width Next Mode
2 PCI clocks Quiet Mode. Any SERIRQ device may initiate a Start Frame
3 PCI clocks Continuous Mode. Only the host (the PCH) may initiate a Start Frame
5.11.4 Specific Interrupts Not Supported Using SERIRQ
There are three interrupts seen through the serial stream that are not supported by the
PCH. These interrupts are generated internally, and are not sharable with other devices
within the system. These interrupts are:
e IRQO. Heartbeat interrupt generated off of the internal 8254 counter 0.
e JRQ8#. RTC interrupt can only be generated internally.
¢ TRQ13. Floating point error interrupt generated off of the processor assertion of
FERR#.
The PCH ignores the state of these interrupts in the serial stream, and does not adjust
their level based on the level seen in the serial stream.
5.11.5 Data Frame Format
Table 5-18 shows the format of the data frames. For the PCI interrupts (A-D), the
output from the PCH is AND’d with the PCI input signal. This way, the interrupt can be
signaled using both the PCI interrupt input signal and using the SERIRQ signal (they
are shared).
Table 5-18. Data Frame Format (Sheet 1 of 2)
ey | toterrupt | Slocke Pest Comment
1 IRQO 2 Ignored. IRQO can only be generated using the internal 8524
2 IRQ1 5
3 SMI# 8 Causes SMI# if low. Will set the SERIRQ_SMI_STS bit.
4 IRQ3 11
5 IRQ4 14
6 IRQ5 17
7 IRQ6 20
8 IRQ7 23
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9 IRQ8 26 Ignored. IRQ8# can only be generated internally.
10 IRQ9 29

11 IRQ10 32

12 IRQ11 35

13 IRQ12 38

14 IRQ13 41 Ignored. IRQ13 can only be generated from FERR#
15 IRQ14 44 Not attached to SATA logic

16 IRQ15 47 Not attached to SATA logic

17 IOCHCK# 50 Same as ISA IOCHCK# going active.

18 PCI INTA# 53 Drive PIRQA#

19 PCI INTB# 56 Drive PIRQB#

20 PCI INTC# 59 Drive PIRQC#

21 PCI INTD# 62 Drive PIRQD#

Real Time Clock (D31:FO0)

The Real Time Clock (RTC) module provides a battery backed-up date and time keeping
device with two banks of static RAM with 128 bytes each, although the first bank has
114 bytes for general purpose usage. Three interrupt features are available: time of
day alarm with once a second to once a month range, periodic rates of 122 ps to

500 ms, and end of update cycle notification. Seconds, minutes, hours, days, day of
week, month, and year are counted. Daylight savings compensation is no longer
supported. The hour is represented in twelve or twenty-four hour format, and data can
be represented in BCD or binary format. The design is functionally compatible with the
Motorola MS146818B. The time keeping comes from a 32.768 kHz oscillating source,
which is divided to achieve an update every second. The lower 14 bytes on the lower
RAM block has very specific functions. The first ten are for time and date information.
The next four (OAh to 0Dh) are registers, which configure and report RTC functions.

The time and calendar data should match the data mode (BCD or binary) and hour
mode (12 or 24 hour) as selected in register B. It is up to the programmer to make
sure that data stored in these locations is within the reasonable values ranges and
represents a possible date and time. The exception to these ranges is to store a value
of CO-FFh in the Alarm bytes to indicate a don’t care situation. All Alarm conditions
must match to trigger an Alarm Flag, which could trigger an Alarm Interrupt if enabled.
The SET bit must be 1 while programming these locations to avoid clashes with an
update cycle. Access to time and date information is done through the RAM locations. If
a RAM read from the ten time and date bytes is attempted during an update cycle, the
value read do not necessarily represent the true contents of those locations. Any RAM
writes under the same conditions are ignored.

The leap year determination for adding a 29th day to February does not take into
account the end-of-the-century exceptions. The logic simply assumes that all years
divisible by 4 are leap years. According to the Royal Observatory Greenwich, years that
are divisible by 100 are typically not leap years. In every fourth century (years divisible
by 400, like 2000), the 100-year-exception is over-ridden and a leap-year occurs. The
year 2100 will be the first time in which the current RTC implementation would
incorrectly calculate the leap-year.

The PCH does not implement month/year alarms.
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5.12.1 Update Cycles

An update cycle occurs once a second, if the SET bit of register B is not asserted and
the divide chain is properly configured. During this procedure, the stored time and date
are incremented, overflow is checked, a matching alarm condition is checked, and the
time and date are rewritten to the RAM locations. The update cycle will start at least
488 ps after the UIP bit of register A is asserted, and the entire cycle does not take
more than 1984 us to complete. The time and date RAM locations (0-9) are
disconnected from the external bus during this time.

To avoid update and data corruption conditions, external RAM access to these locations
can safely occur at two times. When a updated-ended interrupt is detected, almost
999 ms is available to read and write the valid time and date data. If the UIP bit of
Register A is detected to be low, there is at least 488 us before the update cycle begins.

Warning: The overflow conditions for leap years adjustments are based on more than one date or
time item. To ensure proper operation when adjusting the time, the new time and data
values should be set at least two seconds before leap year occurs.

5.12.2 Interrupts

The real-time clock interrupt is internally routed within the PCH both to the I/O APIC
and the 8259. It is mapped to interrupt vector 8. This interrupt does not leave the PCH,
nor is it shared with any other interrupt. IRQ8# from the SERIRQ stream is ignored.
However, the High Performance Event Timers can also be mapped to IRQ8#; in this
case, the RTC interrupt is blocked.

5.12.3 Lockable RAM Ranges

The RTC battery-backed RAM supports two 8-byte ranges that can be locked using the
configuration space. If the locking bits are set, the corresponding range in the RAM will
not be readable or writable. A write cycle to those locations will have no effect. A read
cycle to those locations will not return the location’s actual value (resultant value is
undefined).

Once a range is locked, the range can be unlocked only by a hard reset, which will
invoke the BIOS and allow it to relock the RAM range.

5.12.4 Century Rollover

The PCH detects a rollover when the Year byte (RTC I/0 space, index Offset 09h)
transitions form 99 to 00. Upon detecting the rollover, the PCH sets the
NEWCENTURY_STS bit (TCOBASE + 04h, Bit 7). If the system is in an SO state, this
causes an SMI#. The SMI# handler can update registers in the RTC RAM that are
associated with century value. If the system is in a sleep state (S1-S5) when the
century rollover occurs, the PCH also sets the NEWCENTURY_STS bit, but no SMI# is
generated. When the system resumes from the sleep state, BIOS should check the
NEWCENTURY_STS bit and update the century value in the RTC RAM.

5.12.5 Clearing Battery-Backed RTC RAM

Clearing CMOS RAM in a PCH-based platform can be done by using a jumper on
RTCRST# or GPI. Implementations should not attempt to clear CMOS by using a
jumper to pull VccRTC low.
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Using RTCRST# to Clear CMOS

A jumper on RTCRST# can be used to clear CMOS values, as well as reset to default,
the state of those configuration bits that reside in the RTC power well. When the
RTCRST# is strapped to ground, the RTC_PWR_STS bit (D31:F0:A4h Bit 2) will be set
and those configuration bits in the RTC power well will be set to their default state.
BIOS can monitor the state of this Bit, and manually clear the RTC CMOS array once
the system is booted. The normal position would cause RTCRST# to be pulled up
through a weak pull-up resistor. Table 5-19 shows which bits are set to their default
state when RTCRST# is asserted. This RTCRST# jumper technique allows the jumper to
be moved and then replaced—all while the system is powered off. Then, once booted,
the RTC_PWR_STS can be detected in the set state.

Table 5-19. Configuration Bits Reset by RTCRST# Assertion

Note:

Warning:

Datasheet

intel

Registers:Offset 3414h

Bit Name Register Location Bit(s) D;tf:;_lt

Alarm Interrupt Enable | Register B (General Configuration) | I/O space (RTC Index + 5 X

(AIE) (RTC_REGB) 0Bh)

Alarm Flag (AF) Register C (Flag Register) I/0 space (RTC Index + 5 X
(RTC_REGC) 0Ch)

SWSMI_RATE_SEL General PM Configuration 3 D31:F0:A4h 7:6 0
Register GEN_PMCON_3 .

SLP_S4# Minimum General PM Configuration 3 D31:F0:A4h 5:4 0

Assertion Width Register GEN_PMCON_3 :

SLP_S44# Assertion General PM Configuration 3 D31:F0:A4h 3 0

Stretch Enable Register GEN_PMCON_3

RTC Power Status General PM Configuration 3 D31:F0:A4h > 0

(RTC_PWR_STS) Register GEN_PMCON_3

Power Failure General PM Configuration 3 D31:F0:A4h 1 0

(PWR_FLR) Register (GEN_PMCON_3)

AFTERG3_EN General PM Configuration 3 D31:F0:A4h 0 0
Register GEN_PMCON_3

Power Button Override | Power Management 1 Status PMBase + 00h 11 0

Status (PRBTNOR_STS) | Register (PM1_STS)

RTC Event Enable Power Management 1 Enable PMBase + 02h 10 0

(RTC_EN) Register (PM1_EN)

Sleep Type (SLP_TYP) Power Management 1 Control PMBase + 04h 12:10 0
(PM1_CNT) :

PME_EN General Purpose Event 0 Enables PMBase + 2Ch 11 0
Register (GPEO_EN)

BATLOW_EN General Purpose Event 0 Enables PMBase + 2Ch 10 0
Register (GPEO_EN)

RI_EN General Purpose Event 0 Enables PMBase + 2Ch 8 0
Register (GPEO_EN)

NEWCENTURY_STS TCO1 Status Register (TCO1_STS) | TCOBase + 04h 7 0

Intruder Detect TCO2 Status Register (TCO2_STS) | TCOBase + 06h 0 0

(INTRD_DET)

Top Swap (TS) Backed Up Control Register (BUC) | Chipset Config 0 X

Using a GPI to Clear CMOS

A jumper on a GPI can also be used to clear CMOS values. BIOS would detect the
setting of this GPI on system boot-up, and manually clear the CMOS array.

The GPI strap technique to clear CMOS requires multiple steps to implement. The
system is booted with the jumper in new position, then powered back down. The
jumper is replaced back to the normal position, then the system is rebooted again.

Do not implement a jumper on VccRTC to clear CMOS.
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5.13

5.13.1

5.13.1.1

Table 5-20.

5.13.1.2
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Processor Interface (D31:F0)

The PCH interfaces to the processor with following pin-based signals other than DMI:
e Standard Outputs to processor: PROCPWRGD, PMSYNCH, PECI
e Standard Input from processor: THRMTRIP#
Most PCH outputs to the processor use standard buffers. The PCH has separate
V_PROC_IO signals that are pulled up at the system level to the processor voltage, and
thus determines VOH for the outputs to the processor.
The following processor interface legacy pins were removed from the PCH:

o IGNNE#, STPCLK#, DPSLP#, are DPRSLPVR are no longer required on PCH based
systems.

o A20M#, SMI#, NMI, INIT#, INTR, FERR#: Functionality has been replaced by in-
band Virtual Legacy Wire (VLW) messages. See Section 5.13.3.

Processor Interface Signals and VLW Messages

This section describes each of the signals that interface between the PCH and the
processor(s). The behavior of some signals may vary during processor reset, as the
signals are used for frequency strapping.

INIT (Initialization)

The INIT# VLW Message is asserted based on any one of several events described in
Table 5-20. When any of these events occur, INIT# is asserted for 16 PCI clocks, then
driven high.

INIT# Going Active

Cause of INIT# Going Active Comment
Shutdown special cycle from processor observed on PCH- | INIT assertion based on value of Shutdown Policy
processor interconnect. Select register (SPS)
PORT92 write, where INIT_NOW (Bit 0) transitions from a
Otoal.

PORTCF9 write, where SYS_RST (Bit 1) was a 0 and
RST_CPU (Bit 2) transitions from 0 to 1.

RCIN# input signal goes low. RCIN# is expected to be 0 to 1 transition on RCIN# must occur before the

driven by the external microcontroller (KBC). PCH will arm INIT# to be generated again.

Note: RCIN# signal is expected to be low
during S3, S4, and S5 states. Transition
on the RCIN# signal in those states (or
the transition to those states) may not
necessarily cause the INIT# signal to be
generated to the processor.

Processor BIST To enter BIST, software sets CPU_BIST_EN bit
and then does a full processor reset using the
CF9 register.

FERR# (Numeric Coprocessor Error)

The PCH supports the coprocessor error function with the FERR# message. The
function is enabled using the CEN bit. If FERR# is driven active by the processor, IRQ13
goes active (internally). When it detects a write to the COPROC_ERR register (I/0
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Note:

5.13.1.3

Table 5-21.

5.13.1.4

5.13.2

5.13.2.1

5.13.3

Note:
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Register FOh), the PCH negates the internal IRQ13 and IGNNE# will be active. IGNNE#
remains active until FERR# is driven inactive. IGNNE# is never driven active unless
FERR# is active.

IGNNE# (Ignore Numeric Error is now internally generated by the processor.

NMI (Non-Maskable Interrupt)

Non-Maskable Interrupts (NMIs) can be generated by several sources, as described in
Table 5-21.

NMI Sources

Cause of NMI Comment
SERR# goes active (either internally, Can instead be routed to generate an SCI, through the
externally using SERR# signal, or using NMI2SCI_EN bit (D31:F0, TCO Base + 08h, Bit 11).

message from processor)

IOCHK# goes active using SERIRQ# stream Can instead be routed to generate an SCI, through the

(ISA system Error) NMI2SCI_EN bit (D31:F0, TCO Base + 08h, Bit 11).
SECSTS Register D31:F0 Offset 1Eh, bit 8. This is enabled by the Parity Error Response Bit (PER).
DEV_STS Register D31:F0 Offset 06h, bit 8 This is enabled by the Parity Error Response Bit (PER).
GPIO[15:0] when configured as a General This is enabled by GPI NMI Enable (GPI_NMI_EN) bits at
Purpose input and routed as NMI (by D31:F0 Offset: GPIOBASE + 28h bits 15:0

GPIO_ROUT at D31:F0 Offset B8)

Processor Power Good (PROCPWRGD)
This signal is connected to the processor UNCOREPWRGOOD input to indicate when the
processor power is valid.

Dual-Processor Issues

Usage Differences

In dual-processor designs, some of the processor signals are unused or used differently
than for uniprocessor designs.

e FERR# are generally not used, but still supported.
e I/O APIC and SMI# are assumed to be used.

Virtual Legacy Wire (VLW) Messages

The PCH supports VLW messages as alternative method of conveying the status of the
following legacy sideband interface signals to the processor:

e A20M#, INTR, SMI#, INIT#, NMI

IGNNE# VLW message is not required to be generated by the PCH as it is internally
emulated by the processor.

VLW are inbound messages to the processor. They are communicated using Vendor
Defined Message over the DMI link.

Legacy processor signals can only be delivered using VLW in the PCH. Delivery of
legacy processor signals (A20M#, INTR, SMI#, INIT# or NMI) using I/O APIC controller
is not supported.
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5.14 Power Management

5.14.1 Features

e Support for Advanced Configuration and Power Interface, Version 4.0a (ACPI)
providing power and thermal management

— ACPI 24-Bit Timer SCI and SMI# Generation
e PCI PME# signal for Wake Up from Low-Power states

e System Sleep State Control
— ACPI S3 state - Suspend to RAM (STR)
— ACPI S4 state - Suspend-to-Disk (STD)
— ACPI G2/S5 state - Soft Off (SOFF)
— Power Failure Detection and Recovery

— Deep Sx
e Intel Management Engine (Intel ME) Power Management Support

— Wake events from the Intel Management Engine (enabled from all S-States
including Catastrophic S5 conditions)

5.14.2 PCH and System Power States

Table 5-22 shows the power states defined for PCH-based platforms. The state names
generally match the corresponding ACPI states.

Table 5-22. General Power States for Systems Using the PCH

State/
Substates

Legacy Name / Description

G0/s0/COo

Full On: Processor operating. Individual devices may be shut down or be placed into lower
power states to save power.

G0/S0/Cx

Cx State: Cx states are processor power states within the SO system state that provide for
various levels of power savings. The processor initiates C-state entry and exit while
interacting with the PCH. The PCH will base its behavior on the processor state.

G1/s1

S1: The PCH provides the S1 messages and the SO messages on a wake event. It is
preferred for systems to use C-states than S1.

G1/S3

Suspend-To-RAM (STR): The system context is maintained in system DRAM, but power is
shut off to non-critical circuits. Memory is retained and refreshes continue. All external
clocks stop except RTC.

G1/s4

Suspend-To-Disk (STD): The context of the system is maintained on the disk. All power is
then shut off to the system except for the logic required to resume.

G2/S5

Soft Off (SOFF): System context is not maintained. All power is shut off except for the logic
required to restart. A full boot is required when waking.

Deep Sx

Deep Sx: An optional low power state where system context may or may not be maintained
depending upon entry condition. All power is shut off except for minimal logic that allows
exiting Deep Sx. If Deep Sx state was entered from S3 state, then the resume path will place
system back into S3. If Deep Sx state was entered from S4 state, then the resume path will
place system back into S4. If Deep Sx state was entered from S5 state, then the resume
path will place system back into S5.

G3

Mechanical OFF (M-Off): System context not maintained. All power is shut off except for
the RTC. No “Wake"” events are possible. This state occurs if the user removes the main
system batteries in a mobile system, turns off a mechanical switch, or if the system power
supply is at a level that is insufficient to power the “waking” logic. When system power
returns, transition will depend on the state just prior to the entry to G3 and the AFTERG3_EN
bit in the GEN_PMCON_3 register (D31:F0, offset A4). Refer to Table 5-29 for more details.

150

Datasheet



Functional Description

intel.

Table 5-23 shows the transitions rules among the various states. Transitions among the
various states may appear to temporarily transition through intermediate states. For
example, in going from SO to S3, it may appear to pass through the G1/S1 states.
These intermediate transitions and states are not listed in the table.

Table 5-23. State Transition Rules for the PCH

Present . .
State Transition Trigger Next State
G0/S0/C0 DMI Msg e G0/S0/Cx
SLP_EN bit set e G1/Sx or G2/S5 state
Power Button Override3 e G2/S5
Mechanical Off/Power Failure e G3
G0/S0/Cx DMI Msg e G0/S0/CO
Power Button Override> e S5
Mechanical Off/Power Failure e G3
G1/S1 or Any Enabled Wake Event 5
G1/S3 Power Button Override3 » G0/S0/CO
Conditions met as described in e G2/S5
Section 5.14.7.6.1 and e Deep Sx
Section 5.14.7.6.2 e G3
Mechanical Off/Power Failure
G1/54 Any Enabled Wake Event e GO0/S0/C02
Power Button Override3 e G2/S5
Conditions met as described in
Section 5.14.7.6.1 and e Deep Sx
Section 5.14.7.6.2
Mechanical Off/Power Failure e G3
G2/S5 Any Enabled Wake Event e G0/S0/C0?
Conditions met as described in
Section 5.14.7.6.1 and e Deep Sx
Section 5.14.7.6.2
Mechanical Off/Power Failure e G3
2
G2/Deep Sx Any Enabled Wake Event * 22;22/201/54 G2/S5 (
. . , or see
ACPRES_ENT Assertion . Section 5.14.7.6.2)
Mechanical Off/Power Failure . G3
G3 e S0/CO (reboot) or G2/S5% (stay off until
Power Returns power button pressed or other wake
event)!s
Notes:
1. Some wake events can be preserved through power failure.
2. Transitions from the S1-S5 or G3 states to the SO state are deferred until BATLOW# is inactive in mobile
configurations.N/A
3. Includes all other applicable types of events that force the host into and stay in G2/S5.
4. If the system was in G1/S4 before G3 entry, then the system will go to SO/CO or G1/54.
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5.14.3

System Power Planes

The system has several independent power planes, as described in Table 5-24. When a
particular power plane is shut off, it should go to a 0 V level.

Table 5-24. System Power Plane

5.14.4

Plane Controlled By Description
Processor SLP_S3# signal The SLP_S3# signal can be used to cut the power to the processor
completely.
Main SLP_S3+# signal When SLP_S3# goes active, power can be shut off to any circuit not

required to wake the system from the S3 state. Since the S3 state
requires that the memory context be preserved, power must be retained
to the main memory.

The processor, devices on the PCI bus, LPC I/F, and graphics will typically
be shut off when the Main power plane is off, although there may be small
subsections powered.

Memory SLP_S4+# signal When SLP_S4# goes active, power can be shut off to any circuit not
SLP_S5# signal required to wake the system from the S4. Since the memory context does
- not need to be preserved in the S4 state, the power to the memory can
also be shut down.

When SLP_S5# goes active, power can be shut off to any circuit not
required to wake the system from the S5 state. Since the memory context
does not need to be preserved in the S5 state, the power to the memory
can also be shut.

Intel® ME SLP_A# This signal is asserted when the manageability platform goes to M-Off.
Depending on the platform, this pin may be used to control the Intel
Management Engine power planes, LAN subsystem power, and the SPI

flash power.
LAN SLP_LAN# This signal is asserted in Sx/Moff when both host and Intel ME WolL are not
supported. This signal can be use to control power to the Intel GbE PHY.
Suspend SLP_SUS# This signal is asserted when the Sus rails can be externally shut off for
Well enhanced power saving.
DEVICE[n] Implementation Individual subsystems may have their own power plane. For example,
Specific GPIO signals may be used to control the power to disk drives, audio

amplifiers, or the display screen.

SMI# / SCI Generation

Upon any enabled SMI event taking place while the End of SMI (EQOS) bit is set, the PCH
will clear the EOS bit and assert SMI to the processor, which will cause it to enter SMM
space. SMI assertion is performed using a Virtual Legacy Wire (VLW) message. Prior
system generations (those based upon legacy processors) used an actual SMI# pin.

Once the SMI VLW has been delivered, the PCH takes no action on behalf of active SMI
events until Host software sets the End of SMI (EOS) bit. At that point, if any SMI
events are still active, the PCH will send another SMI VLW message.

The SCI is a level-mode interrupt that is typically handled by an ACPI-aware operating
system. In non-APIC systems (which is the default), the SCI IRQ is routed to one of the
8259 interrupts (IRQ 9, 10, or 11). The 8259 interrupt controller must be programmed
to level mode for that interrupt.

In systems using the APIC, the SCI can be routed to interrupts 9, 10, 11, 20, 21, 22, or
23. The interrupt polarity changes depending on whether it is on an interrupt shareable
with a PIRQ or not (see Section 12.1.14). The interrupt remains asserted until all SCI
sources are removed.
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Table 5-25 shows which events can cause an SMI and SCI. Some events can be

programmed to cause either an SMI or SCI. The usage of the event for SCI (instead of
SMI) is typically associated with an ACPI-based system. Each SMI or SCI source has a
corresponding enable and status bit.

Table 5-25. Causes of SMI and SCI (Sheet 1 of 3)

GPI[43]_Route=01
ALT_GP43_SMI_EN=1
(SMI)

Cause SCI SMI Additional Enables Where Reported
PME# Yes Yes PME_EN=1 PME_STS
PME_BO (Internal, Bus 0, PME-Capable Yes Yes PME_BO_EN=1 PME_BO_STS
Agents)
PCI Express* PME Messages Yes Yes PCI_EXP_EN=1 PCI_EXP_STS
(Not enabled for SMI)
PCI Express Hot-Plug Message Yes Yes HOT_PLUG_EN=1 HOT_PLUG_STS
(Not enabled for SMI)
Power Button Press Yes Yes PWRBTN_EN=1 PWRBTN_STS
Power Button Override (Note 7) Yes No None PRBTNOR_STS
RTC Alarm Yes Yes RTC_EN=1 RTC_STS
Ring Indicate Yes Yes RI_EN=1 RI_STS
ACPI Timer overflow (2.34 sec.) Yes Yes TMROF_EN=1 TMROF_STS
Any GPI[15:0] Yes Yes GPI[x]_Route=10; GPI[x]_EN=1 | GPI[x]_STS
(SCI) ALT_GPI[x]_SMI_STS
GPI[x]_Route=01;
ALT_GPI[x]_SMI_EN=1 (SMI)
GPIO[27] Yes Yes GP27_EN=1 GP27_STS
TCO SCI Logic Yes No TCOSCI_EN=1 TCOSCI_STS
GPIO[17] Yes Yes GPI[17] Route = 10 GP17_STS
GP17_EN=1 ALT_GPI17_SMI_STS
(SCI);
GPI[17]_Route=01
ALT_GP17_SMI_EN=1
(SMI)
GPIO[19] Yes Yes GPI[19] Route = 10 GP19_STS
GP19_EN=1 ALT_GPI19_SMI_STS
(SCI);
GPI[19]_Route=01
ALT_GP19_SMI_EN=1
(SMI)
GPIO[21] Yes Yes GPI[21] Route=10 GP21_STS
GP21_EN=1 ALT_GPI21_SMI_STS
(SCI);
GPI[21]_Route=01
ALT_GP21_SMI_EN=1
(SMI)
GPIO[22] Yes Yes GPI[22] Route = 10 GP22_STS
GP22_EN=1 ALT_GPI22_SMI_STS
(SCI);
GPI[22]_Route=01
ALT_GP22_SMI_EN=1
(SMI)
GPIO[43] Yes Yes GPI[43] Route = 10 GP43_STS
GP43_EN=1 ALT_GPI43_SMI_STS
(SCI);
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Table 5-25. Causes of SMI and SCI (Sheet 2 of 3)

Functional Description

Cause SCI SMI Additional Enables Where Reported
GPIO[56] Yes Yes GPI[56] Route = 10 GP56_STS
GP56_EN=1 ALT_GPI56_SMI_STS
(scn;
GPI[56]_Route=01
ALT_GP56_SMI_EN=1
(SMI)
GPIO[57] Yes Yes GPI[57] Route = 10 GP57_STS
GP57_EN=1 ALT_GPI57_SMI_STS
(SCI);
GPI[57]_Route=01
ALT_GP57_SMI_EN=1
(SMI)
GPIO[60] Yes Yes GPI[60] Route = 10 GP60_STS
GP60_EN=1 ALT_GPI60_SMI_STS
(SCI);
GPI[60]_Route=01
ALT_GP60_SMI_EN=1
(SMI)
TCO SCI message from processor Yes No None DMISCI_STS
TCO SMI Logic No Yes TCO_EN=1 TCO_STS
TCO SMI — No Yes None NEWCENTURY_STS
TCO SMI — TCO TIMEROUT No Yes None TIMEOUT
TCO SMI — OS writes to TCO_DAT_IN No Yes None SW_TCO_SMI
register
TCO SMI — Message from processor No Yes None DMISMI_STS
TCO SMI — NMI occurred (and NMIs No Yes NMI2SMI_EN=1 NMI2SMI_STS
mapped to SMI)
TCO SMI — INTRUDER# signal goes active | No Yes INTRD_SEL=10 INTRD_DET
TCO SMI — Change of the BIOSWE No Yes BLE=1 BIOSWR_STS
(D31:F0:DCh, Bit 0) bit from 0 to 1
TCO SMI — Write attempted to BIOS No Yes BIOSWE=1 BIOSWR_STS
BIOS_RLS written to Yes No GBL_EN=1 GBL_STS
GBL_RLS written to No Yes BIOS_EN=1 BIOS_STS
Write to B2h register No Yes APMC_EN =1 APM_STS
Periodic timer expires No Yes PERIODIC_EN=1 PERIODIC_STS
64 ms timer expires No Yes SWSMI_TMR_EN=1 SWSMI_TMR_STS
Enhanced USB Legacy Support Event No Yes LEGACY_USB2_EN =1 LEGACY_USB2_STS
Enhanced USB Intel Specific Event No Yes INTEL_USB2_EN =1 INTEL_USB2_STS
Serial IRQ SMI reported No Yes None SERIRQ_SMI_STS
Device monitors match address in its No Yes None DEVTRAP_STS
range
SMBus Host Controller No Yes SMB_SMI_EN SMBus host status reg.
Host Controller Enabled
SMBus Slave SMI message No Yes None SMBUS_SMI_STS
SMBus SMBALERT# signal active No Yes None SMBUS_SMI_STS
SMBus Host Notify message received No Yes HOST_NOTIFY_INTREN SMBUS_SMI_STS
HOST_NOTIFY_STS
(Mobile Only) BATLOW# assertion Yes Yes BATLOW_EN=1 BATLOW_STS
Access microcontroller 62h/66h No Yes MCSMI_EN MCSMI_STS
SLP_EN bit written to 1 No Yes SLP_SMI_EN=1 SLP_SMI_STS
SPI Command Completed No Yes None SPI_STS
Software Generated GPE Yes Yes SWGPE_EN=1 SWGPE_STS
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Table 5-25. Causes of SMI and SCI (Sheet 3 of 3)

Cause SCI SMI Additional Enables Where Reported
USB Per-Port Registers Write Enable bit No Yes INTEL_USB2_EN=1, INTEL_USB2_STS, Write
changes to 1 Write_Enable_SMI_Enable=1 Enable Status
GPIO Lockdown Enable bit changes from No Yes GPIO_UNLOCK_SMI_EN=1 GPIO_UNLOCK_SMI_STS
‘1"to ‘0’
Wake Alarm Device Timer Yes Yes WADT_EN WADT_STS
Notes:
1. SCI_EN must be 1 to enable SCI, except for BIOS_RLS. SCI_EN must be 0 to enable SMI.
2. SCI can be routed to cause interrupt 9:11 or 20:23 (20:23 only available in APIC mode).
3. GBL_SMI_EN must be 1 to enable SMI.
4. EOS must be written to 1 to re-enable SMI for the next 1.
5. The PCH must have SMI fully enabled when the PCH is also enabled to trap cycles. If SMI is not enabled in conjunction with
the trap enabling, then hardware behavior is undefined.
6. Only GPI[15:0] may generate an SMI or SCI.
7. When a power button override first occurs, the system will transition immediately to S5. The SCI will only occur after the next
wake to SO if the residual status bit (PRBTNOR_STS) is not cleared prior to setting SCI_EN.
8. GBL_STS being set will cause an SCI, even if the SCI_EN bit is not set. Software must take great care not to set the

BIOS_RLS bit (which causes GBL_STS to be set) if the SCI handler is not in place.

5.14.4.1 PCI Express* SCI

PCI Express ports and the processor (using DMI) have the ability to cause PME using
messages. When a PME message is received, the PCH will set the PCI_EXP_STS bit. If
the PCI_EXP_EN bit is also set, the PCH can cause an SCI using the GPE1_STS register.

5.14.4.2 PCI Express* Hot-Plug

PCI Express has a Hot-Plug mechanism and is capable of generating a SCI using the
GPE1 register. It is also capable of generating an SMI. However, it is not capable of
generating a wake event.

5.14.5 C-States

PCH-based systems implement C-states by having the processor control the states. The
chipset exchanges messages with the processor as part of the C-state flow, but the
chipset does not directly control any of the processor impacts of C-states, such as
voltage levels or processor clocking. In addition to the messages, the PCH also provides
additional information to the processor using a sideband pin (PMSYNCH). All of the
legacy C-state related pins (STPCLK#, STP_CPU#, DPRSLP#, DPRSLPVR#, and so on)
do not exist on the PCH.

5.14.6 Dynamic 33 MHz Clock Control (Mobile Only)

The 33 MHz clock can be dynamically controlled independent of any other low-power
state. This control is accomplished using the CLKRUN# protocol and is transparent to
software.

The Dynamic 33MHz Clock control is handled using the following signal:

e CLKRUN#: Used by LPC peripherals or other legacy devices to request the system
33 MHz clock to run
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5.14.6.1

5.14.6.2

5.14.6.3

5.14.6.4

5.14.6.5
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Conditions for Checking the 33 MHz Clock

When there is a lack of activity, the PCH has the capability to stop the 33 MHz clocks to
conserve power. “Clock activity” is defined as any activity that would require the 33
MHz clock to be running.

Any of the following conditions will indicate that it is not okay to stop the 33 MHz
clock:

e Cycles on LPC

e SERIRQ activity

Behavioral Description

When there is a lack of activity (as defined above) for ninety 33 MHz clock cycles, the
PCH de-asserts (drive high) CLKRUN# for 1 clock and then tri-states the signal.

Conditions for Maintaining the 33MHz Clock

LPC or any other devices that wish to maintain the 33 MHz clock running will observe
the CLKRUN# signal de-asserted, and then must re-assert if (drive it low) within 92
clocks.

e When the PCH has tri-stated the CLKRUN# signal after de-asserting it, the PCH
then checks to see if the signal has been re-asserted (externally).

e After observing the CLKRUN# signal asserted for 1 clock, the PCH again starts
asserting the signal.

e If an internal device needs the PCI bus, the PCH asserts the CLKRUN# signal.

Conditions for Stopping the 33MHz Clock

¢ If no device drives CLKRUN# low within 93 clock cycles after it has been de-
asserted, the PCH will stop the 33 MHz clocks.

Conditions for Re-Starting the 33MHz Clock
e A peripheral asserts CLKRUN# to indicate that it needs the 33MHz clock re-started.

e Observing the CLKRUN# signal asserted externally for 1 (free running) clock, the
PCH again starts driving CLKRUN# asserted.

If an internal source requests the clock to be re-started, the PCH re-asserts CLKRUN#,
then the PCH will start the 33 MHz clocks.

LPC Devices and CLKRUN#

If an LPC device (of any type) needs the 33 MHz clock, such as for LPC DMA or LPC
serial interrupt, then it can assert CLKRUN#. LPC devices running DMA or bus master
cycles will not need to assert CLKRUN#, since the PCH asserts it on their behalf.

The LDRQ# inputs are ignored by the PCH when the 33MHz clock is stopped to the LPC
devices in order to avoid misinterpreting the request.
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5.14.7

5.14.7.1

5.14.7.2

Sleep States

Sleep State Overview

The PCH directly supports different sleep states (S1-S5), which are entered by
methods such as setting the SLP_EN bit or due to a Power Button press. The entry to
the Sleep states is based on several assumptions:

e The G3 state cannot be entered using any software mechanism. The G3 state
indicates a complete loss of power.

Initiating Sleep State

Sleep states (S1-S5) are initiated by:

e Masking interrupts, turning off all bus master enable bits, setting the desired type
in the SLP_TYP field, and then setting the SLP_EN bit. The hardware then attempts
to gracefully put the system into the corresponding Sleep state.

e Pressing the PWRBTN# Signal for more than 4 seconds to cause a Power Button
Override event. In this case the transition to the S5 state is less graceful, since
there are no dependencies on DMI messages from the processor or on clocks other
than the RTC clock.

e Assertion of the THRMTRIP# signal will cause a transition to the S5 state. This can
occur when system is in SO or S1 state.

e Shutdown by integrated manageability functions (ASF / Intel® AMT)

e Internal watchdog timer time-out events

Table 5-26. Sleep Types

5.14.7.3

Note:

Datasheet

Sleep Type Comment

S1 System lowers the processor’s power consumption. No snooping is possible in this state.

S3 The PCH asserts SLP_S3#. The SLP_S3# signal controls the power to non-critical circuits.
Power is only retained to devices needed to wake from this sleeping state, as well as to the
memory.

S4 The PCH asserts SLP_S3# and SLP_S4#. The SLP_S4# signal shuts off the power to the
memory subsystem. Only devices needed to wake from this state should be powered.

S5 The PCH asserts SLP_S3#, SLP_S4# and SLP_S5#.

Exiting Sleep States

Sleep states (S1-S5) are exited based on Wake events. The Wake events forces the
system to a full on state (S0), although some non-critical subsystems might still be
shut off and have to be brought back manually. For example, the hard disk may be shut
off during a sleep state and have to be enabled using a GPIO pin before it can be used.

Upon exit from the PCH-controlled Sleep states, the WAK_STS bit is set. The possible
causes of Wake Events (and their restrictions) are shown in Table 5-27.

(Mobile Only) If the BATLOW# signal is asserted, the PCH does not attempt to wake
from an S1-S5 state, nor will it exit from Deep Sx state, even if the power button is
pressed. This prevents the system from waking when the battery power is insufficient
to wake the system. Wake events that occur while BATLOW# is asserted are latched by
the PCH, and the system wakes after BATLOW# is de-asserted.

157



intel.

Table 5-27. Causes of Wake Events

Functional Description

Wake from Wake from
Wake from Wake from S1, Sx After “Reset”
Cause How Enabled S1, Sx Deep Sx Power Loss Types
(Note 1) (Note 2)
RTC Alarm Set RTC_EN bit in PM1_EN register. Yes Yes Yes No
Power Button Always enabled as Wake event. Yes Yes Yes Yes
GPI[15:0] GPEO_EN register Yes No No No
GPIO17, GPIO19, Note: GPIs that are in the core
GPIO21, GPIO22, well are not capable of
GPI043, GPIOS6, waking the system from
GPIO57, GPIO60 sleep states when the core
well is not powered.
GPIO27 Set GP27_EN in GPEO_EN Register. Yes Yes Yes Yes
(Intel LAN solution
uses GP1027 for PHY
Wake)
LAN Will use PME#. Wake enable set Yes No Yes No
with LAN logic.
RI# Set RI_EN bit in GPEO_EN register. Yes No Yes No
Intel® High Event sets PME_BO_STS bit; Yes No Yes No
Definition Audio PM_BO_EN must be enabled. Can
not wake from S5 state if it was
entered due to power failure or
power button override.
Primary PME# PME_BO_EN bit in GPEO_EN Yes No Yes No
register.
Secondary PME# Set PME_EN bit in GPEO_EN Yes No Yes No
register.
PCI_EXP_WAKE# PCI_EXP_WAKE bit. (Note 3) Yes Yes Yes No
SATA Set PME_EN bit in GPEO_EN Yes (S1 only) No Yes (S1 only) No
register. (Note 4)
PCI_EXP PME Must use the PCI Express* WAKE# Yes (S1 only) No Yes (S1 only) No
Message pin rather than messages for wake
from S3, S4, or Sb5.
SMBALERT# Always enabled as Wake event. Yes No Yes Yes
SMBus Slave Wake Wake/SMI# command always Yes No Yes Yes
Message (01h) enabled as a Wake event.
Note: SMBus Slave Message can
wake the system from S1-
S5, as well as from S5 due
to Power Button Override.
SMBus Host Notify HOST_NOTIFY_WKEN bit SMBus Yes No Yes Yes
message received Slave Command register. Reported
in the SMB_WAK_STS bit in the
GPEO_STS register.
Intel® ME Non- Always enabled as a wake event. Yes No Yes Yes
Maskable Wake
Integrated WolL WoL Enable Override bit (in Yes No Yes Yes
Enable Override Configuration Space).
Wake Alarm Device WADT_EN in GPEO_EN Yes Yes No No

Notes:

1.

2.
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on the device side which are not enabled after a power loss.

This column represents what the PCH would honor as wake events but there may be enabling dependencies

Reset Types include: Power Button override, Intel ME initiated power button override, Intel ME initiated

host partition reset with power down, Intel ME Watchdog Timer, SMBus unconditional power down,
processor thermal trip, PCH catastrophic temperature event.
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Table 5-28.

5.14.7.4

5.14.7.5

Note:

Datasheet

3.  When the WAKE# pin is active and the PCI Express device is enabled to wake the system, the PCH will
wake the platform.

4.  SATA can only trigger a wake event in S1, but if PME is asserted prior to S3/S4/S5 entry and software does
not clear the PME_BO_STS, a wake event would still result.

It is important to understand that the various GPIs have different levels of functionality
when used as wake events. The GPIs that reside in the core power well can only
generate wake events from sleep states where the core well is powered. Also, only
certain GPIs are “"ACPI Compliant,” meaning that their Status and Enable bits reside in
ACPI I/0 space. Table 5-28 summarizes the use of GPIs as wake events.

GPI Wake Events

GPI Power Well Wake From Notes
GPI[7:0] Core S1 ACPI Compliant
GPI[15:8] Suspend S1-S5 ACPI Compliant

The latency to exit the various Sleep states varies greatly and is heavily dependent on
power supply design, so much so that the exit latencies due to the PCH are
insignificant.

PCI Express* WAKE# Signal and PME Event Message

PCI Express ports can wake the platform from any sleep state (S1, S3, S4, or S5 or
Deep Sx) using the WAKE# pin. WAKE# is treated as a wake event, but does not cause
any bits to go active in the GPE_STS register.

PCI Express ports and the processor (using DMI) have the ability to cause PME using
messages. When a PME message is received, the PCH will set the PCI_EXP_STS bit.

Sx-G3-Sx, Handling Power Failures

Depending on when the power failure occurs and how the system is designed, different
transitions could occur due to a power failure.

The AFTERG3_EN bit provides the ability to program whether or not the system should
boot once power returns after a power loss event. If the policy is to not boot, the
system remains in an S5 state (unless previously in S4). There are only three possible
events that will wake the system after a power failure.

1. PWRBTN#: PWRBTN# is always enabled as a wake event. When RSMRST# is low
(G3 state), the PWRBTN_STS bit is reset. When the PCH exits G3 after power
returns (RSMRST# goes high), the PWRBTN# signal is already high (because V-
standBy goes high before RSMRST# goes high) and the PWRBTN_STS bit is 0.

2. RI#: RI# does not have an internal pull-up. Therefore, if this signal is enabled as a
wake event, it is important to keep this signal powered during the power loss
event. If this signal goes low (active), when power returns the RI_STS bit is set and
the system interprets that as a wake event.

3. RTC Alarm: The RTC_EN bit is in the RTC well and is preserved after a power loss.
Like PWRBTN_STS the RTC_STS bit is cleared when RSMRST# goes low.

The PCH monitors both PCH PWROK and RSMRST# to detect for power failures. If PCH
PWROK goes low, the PWROK_FLR bit is set. If RSMRST# goes low, PWR_FLR is set.

Although PME_EN is in the RTC well, this signal cannot wake the system after a power
loss. PME_EN is cleared by RTCRST#, and PME_STS is cleared by RSMRST#.
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Table 5-29. Transitions Due to Power Failure

State at Power Failure AFTERG3_EN bit Transition When Power Returns

S0, S1, S3 1 S5
0 SO0

S4 1 S4

0 SO0

S5 1 S5

0 SO0

Deep Sx 1 Deep Sx!
0 SO0
Note:

1. Entry state to Deep Sx is preserved through G3 allowing resume from Deep Sx to take appropriate path
(that is, return to S3, S4 or S5).

5.14.7.6 Deep Sx

To minimize power consumption while in S3/54/S5, the PCH supports a lower power,
lower featured version of these power states known as Deep Sx. In the Deep Sx state,
the Suspend wells are powered off, while the Deep Sx Well (DSW) remains powered. A
limited set of wake events are supported by the logic located in the DSW.

The Deep Sx capability and the SUSPWRDNACK pin functionality are mutually
exclusive.

5.14.7.6.1 Entry Into Deep Sx
A combination of conditions is required for entry into Deep Sx.

All of the following must be met:
1. Intel ME in M-Off
2. AND either a or b as defined below:
a. ((DPS4_EN_AC AND S4) OR (DPS5_EN_AC AND S5)) (desktop only)

b. ((ACPRESENT = 0) AND ((DPS3_EN_DC AND S3) OR (DPS4_EN_DC AND S4) OR
(DPS5_EN_DC AND S5)))

Table 5-30. Supported Deep Sx Policy Configurations

DPS3_EN_D | DPS3_EN_ | DPS4_EN_D | DPS4_EN_ | DPS5_EN_ | DPS5_EN_

Configuration C AC C AC DC AC

1:  Enabled in S5 when on Battery 0 0 0 0 1 0
(ACPRESENT =0)

2: Enabled in S5 (ACPRESENT 0 0 0 0 1 1
not considered) (desktop only)

3: Enabledin S4 and S5 when on 0 0 1 0 1 0
Battery (ACPRESENT = 0)

4: Enabled in S4 and S5 0 0 1 1 1 1

(ACPRESENT not considered)
(desktop only

5: Enabledin S3, S4 and S5 1 0 1 0 1 0
when on Battery
(ACPRESENT =0)

6: Deep S3/S4/ S5 disabled 0 0 0 0 0 0
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5.14.7.6.2

Table 5-31.

5.14.8

5.14.8.1

Note:

Table 5-32.

Datasheet

The PCH also performs a SUSWARN#/SUSACK# handshake to ensure the platform is
ready to enter Deep Sx. The PCH asserts SUSWARN# as notification that it is about to
enter Deep Sx. Before the PCH proceeds and asserts SLP_SUS#, the PCH waits for

SUSACK# to assert.

Exit from Deep Sx

While in Deep Sx, the PCH monitors and responds to a limited set of wake events (RTC
Alarm, Power Button, WAKE#, and GPI027). Upon sensing an enabled Deep Sx wake
event, the PCH brings up the Suspend well by de-asserting SLP_SUS#.

Deep Sx Wake Events

Event Enable
RTC Alarm RTC_DS_WAKE_DIS (RCBA+3318h:Bit 21)
Power Button Always enabled
GP1027 GPIO27_EN (PMBASE+28h:Bit 35)

PCIle WAKE# pin

PCIEXP_WAK_DIS

Wake Alarm Device

WADT_EN

ACPRESENT has some behaviors that are different from the other Deep Sx wake
events. If the Intel ME has enabled ACPRESENT as a wake event, then it behaves just
like any other Intel ME Deep Sx wake event. However, even if ACPRESENT wakes are
not enabled, if the Host policies indicate that Deep Sx is only supported when on
battery, then ACPRESENT going high will cause the PCH to exit Deep Sx. In this case,
the Suspend wells gets powered up and the platform remains in S3/MOFF, S4/MOFF or
S5/MOFF. If ACPRESENT subsequently drops (before any Host or Intel ME wake events
are detected), the PCH will re-enter Deep Sx.

Event Input Signals and Their Usage

The PCH has various input signals that trigger specific events. This section describes
those signals and how they should be used.

PWRBTN# (Power Button)

The PCH PWRBTN# signal operates as a “Fixed Power Button” as described in the
Advanced Configuration and Power Interface, Version 2.0b. PWRBTN# signal has a
16 ms de-bounce on the input. The state transition descriptions are included in
Table 5-32. The transitions start as soon as the PWRBTN# is pressed (but after the
debounce logic), and does not depend on when the Power Button is released.

During the time that the SLP_S4# signal is stretched for the minimum assertion width
(if enabled), the Power Button is not a wake event. Refer to the following Power Button
Override Function section for further details.

Transitions Due to Power Button (Sheet 1 of 2)

Present

State Comment

Event Transition/Action

S0/Cx PWRBTN# goes low SMI or SCI generated
(depending on SCI_EN,

PWRBTN_EN and GLB_SMI_EN)

Wake Event. Transitions to SO
state

G3 PWRBTN# pressed None

Software typically initiates a
Sleep state

S1-S5 PWRBTN# goes low Standard wakeup

No effect since no power
Not latched nor detected
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Table 5-32. Transitions Due to Power Button (Sheet 2 of 2)

Note:

Note:

5.14.8.2
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Present

State Event Transition/Action Comment

S0-S4 PWRBTN# held low for Unconditional transition to S5 No dependence on processor
at least 4 consecutive state (DMI Messages) or any other
seconds subsystem

Power Button Override Function

If PWRBTN# is observed active for at least four consecutive seconds, the state machine
should unconditionally transition to the G2/S5 state, regardless of present state (SO-
S4), even if the PCH PWROK is not active. In this case, the transition to the G2/S5 state
should not depend on any particular response from the processor (such as, DMI
Messages), nor any similar dependency from any other subsystem.

The PWRBTN# status is readable to check if the button is currently being pressed or
has been released. The status is taken after the de-bounce, and is readable using the
PWRBTN_LVL bit.

The 4-second PWRBTN# assertion should only be used if a system lock-up has
occurred. The 4-second timer starts counting when the PCH is in a SO state. If the
PWRBTN# signal is asserted and held active when the system is in a suspend state
(S1-S5), the assertion causes a wake event. Once the system has resumed to the SO
state, the 4-second timer starts.

During the time that the SLP_S4# signal is stretched for the minimum assertion width
(if enabled by D31:F0:A4h Bit 3), the Power Button is not a wake event. As a result, it
is conceivable that the user will press and continue to hold the Power Button waiting for
the system to awake. Since a 4-second press of the Power Button is already defined as
an Unconditional Power down, the power button timer will be forced to inactive while
the power-cycle timer is in progress. Once the power-cycle timer has expired, the
Power Button awakes the system. Once the minimum SLP_S4# power cycle expires,
the Power Button must be pressed for another 4 to 5 seconds to create the Override
condition to S5.

Sleep Button

The Advanced Configuration and Power Interface, Version 2.0b defines an optional
Sleep button. It differs from the power button in that it only is a request to go from S0
to S1-S4 (not S5). Also, in an S5 state, the Power Button can wake the system, but the
Sleep Button cannot.

Although the PCH does not include a specific signal designated as a Sleep Button, one
of the GPIO signals can be used to create a “Control Method” Sleep Button. See the
Advanced Configuration and Power Interface, Version 2.0b for implementation details.

RI# (Ring Indicator)

The Ring Indicator can cause a wake event (if enabled) from the S1-S5 states.

Table 5-33 shows when the wake event is generated or ignored in different states. If in
the GO/S0/Cx states, the PCH generates an interrupt based on RI# active, and the
interrupt will be set up as a Break event.
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Table 5-33. Transitions Due to RI# Signal

Note:

5.14.8.3

5.14.8.4

5.14.8.5

Datasheet

Present State Event RI_EN Event
SO RI# Active X Ignored
S1-S5 RI# Active 0 Ignored

1 Wake Event

Filtering/Debounce on RI# will not be done in PCH. Can be in modem or external.

PME# (PCI Power Management Event)

The PME# signal comes from a PCI Express* device to request that the system be
restarted. The PME# signal can generate an SMI#, SCI, or optionally a Wake event.
The event occurs when the PME# signal goes from high to low. No event is caused
when it goes from low to high.

There is also an internal PME_BO bit. This is separate from the external PME# signal
and can cause the same effect.

SYS_RESET# Signal

When the SYS_RESET# pin is detected as active after the 16 ms debounce logic, the
PCH attempts to perform a “graceful” reset, by waiting up to 25 ms for the SMBus to go
idle. If the SMBus is idle when the pin is detected active, the reset occurs immediately;
otherwise, the counter starts. If at any point during the count the SMBus goes idle the
reset occurs. If, however, the counter expires and the SMBus is still active, a reset is
forced upon the system even though activity is still occurring.

Once the reset is asserted, it remains asserted for 5 to 6 ms regardless of whether the
SYS_RESET# input remains asserted or not. It cannot occur again until SYS_RESET#
has been detected inactive after the debounce logic, and the system is back to a full SO
state with PLTRST# inactive. If bit 3 of the CF9h I/0O register is set, then SYS_RESET#
will result in a full power cycle reset.

THRMTRIP# Signal

If THRMTRIP# goes active, the processor is indicating an overheat condition, and the
PCH immediately transitions to an S5 state, driving SLP_S3#, SLP_S4#, SLP_S5# low,
and setting the CTS bit. The transition looks like a power button override.

When a THRMTRIP# event occurs, the PCH will power down immediately without
following the normal SO -> S5 path. The PCH will immediately drive SLP_S3#,
SLP_S4+#, and SLP_S5# low after sampling THRMTRIP# active.

If the processor is running extremely hot and is heating up, it is possible (although very
unlikely) that components around it, such as the PCH, are no longer executing cycles
properly. Therefore, if THRMTRIP# goes active, and the PCH is relying on state machine
logic to perform the power down, the state machine may not be working, and the
system will not power down.

The PCH provides filtering for short low glitches on the THRMTRIP# signal in order to
prevent erroneous system shut downs from noise. Glitches shorter than 25nsec are
ignored.
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During boot, THRMTRIP# is ignored until SLP_S3#, PWROK, and PLTRST# are all ‘1".
During entry into a powered-down state (due to S3, S4, S5 entry, power cycle reset,
and so on) THRMTRIP# is ignored until either SLP_S3# = 0, or PCH PWROK = 0, or
SYS_PWROK = 0.

A thermal trip event will:
e Clear the PWRBTN_STS bit

e Clear all the GPEO_EN register bits

e Clear the SMB_WAK_STS bit only if SMB_SAK_STS was set due to SMBus slave
receiving message and not set due to SMBAlert

ALT Access Mode

Before entering a low power state, several registers from powered down parts may
need to be saved. In the majority of cases, this is not an issue, as registers have read
and write paths. However, several of the ISA compatible registers are either read only
or write only. To get data out of write-only registers, and to restore data into read-only
registers, the PCH implements an ALT access mode.

If the ALT access mode is entered and exited after reading the registers of the PCH
timer (8254), the timer starts counting faster (13.5 ms). The following steps listed
below can cause problems:

1. BIOS enters ALT access mode for reading the PCH timer related registers.
2. BIOS exits ALT access mode.

3. BIOS continues through the execution of other needed steps and passes control to
the operating system.

After getting control in step #3, if the operating system does not reprogram the system
timer again, the timer ticks may be happening faster than expected. For example
Microsoft* MS-DOS* and its associated software assume that the system timer is
running at 54.6 ms and as a result the time-outs in the software may be happening
faster than expected.

Operating systems (such as Microsoft Windows* 98 and Windows* 2000) reprogram
the system timer and therefore do not encounter this problem.

For other operating systems (such as Microsoft MS-DOS*), the BIOS should restore the
timer back to 54.6 ms before passing control to the operating system. If the BIOS is
entering ALT access mode before entering the suspend state it is not necessary to
restore the timer contents after the exit from ALT access mode.
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Write Only Registers with Read Paths in ALT Access Mode

The registers described in Table 5-34 have read paths in ALT access mode. The access
number field in the table indicates which register will be returned per access to that

port.

Table 5-34. Write Only Registers with Read Paths in ALT Access Mode (Sheet 1 of 2)

Restore Data

Restore Data

I/0 # of I/0 # of
Addr Rds Access Data Addr Rds Access Data
00h 2 1 DMA Chan 0 base address low 40h 7 1 Timer Counter 0 status, bits
byte [5:0]
2 DMA Chan 0 base address high 2 Timer Counter 0 base count low
byte byte
O1lh 2 1 DMA Chan 0 base count low byte 3 Timer Counter 0 base count
high byte
2 DMA Chan 0 base count high byte 4 Timer Counter 1 base count low
byte
02h 2 1 DMA Chan 1 base address low 5 Timer Counter 1 base count
byte high byte
2 DMA Chan 1 base address high 6 Timer Counter 2 base count low
byte byte
03h 2 1 DMA Chan 1 base count low byte 7 Timer Counter 2 base count
high byte
2 DMA Chan 1 base count high byte 41h 1 Timer Counter 1 status, bits
[5:0]
04h 2 1 DMA Chan 2 base address low 42h 1 Timer Counter 2 status, bits
byte [5:0]
2 DMA Chan 2 base address high 70h 1 Bit 7 = NMI Enable,
byte Bits [6:0] = RTC Address
05h 2 1 DMA Chan 2 base count low byte C4h 2 1 DMA Chan 5 base address low
byte
2 DMA Chan 2 base count high byte 2 DMA Chan 5 base address high
byte
06h 2 1 DMA Chan 3 base address low Cé6h 2 1 DMA Chan 5 base count low
byte byte
2 DMA Chan 3 base address high 2 DMA Chan 5 base count high
byte byte
07h 2 1 DMA Chan 3 base count low byte C8h 2 1 DMA Chan 6 base address low
byte
2 DMA Chan 3 base count high byte 2 DMA Chan 6 base address high
byte
08h 6 1 DMA Chan 0-3 Command? CAh 2 1 DMA Chan 6 base count low
byte
2 DMA Chan 0-3 Request 2 DMA Chan 6 base count high
byte
3 DMA Chan 0 Mode: CCh 2 1 DMA Chan 7 base address low
Bits(1:0) = 00 byte
4 DMA Chan 1 Mode: 2 DMA Chan 7 base address high
Bits(1:0) = 01 byte
5 DMA Chan 2 Mode: CEh 2 1 DMA Chan 7 base count low
Bits(1:0) = 10 byte
6 DMA Chan 3 Mode: Bits(1:0) = 2 DMA Chan 7 base count high
11. byte

Datasheet
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Table 5-34. Write Only Registers with Read Paths in ALT Access Mode (Sheet 2 of 2)
Restore Data Restore Data
I/0 # of I/0 # of
Addr Rds Access Data Addr Rds Access Data
20h 12 1 PIC ICW2 of Master controller DOh 6 1 DMA Chan 4-7 Command?
2 PIC ICW3 of Master controller 2 DMA Chan 4-7 Request
3 PIC ICW4 of Master controller 3 DMA Chan 4 Mode: Bits(1:0) =
00
4 PIC OCW1 of Master controllert 4 DMA Chan 5 Mode: Bits(1:0) =
01
5 PIC OCW2 of Master controller 5 DMA Chan 6 Mode: Bits(1:0) =
10
6 PIC OCW3 of Master controller 6 DMA Chan 7 Mode: Bits(1:0) =
11.
7 PIC ICW2 of Slave controller
8 PIC ICW3 of Slave controller
9 PIC ICW4 of Slave controller
10 PIC OCW1 of Slave controllert
11 PIC OCW?2 of Slave controller
12 PIC OCWS3 of Slave controller
Notes:

1.  The OCW1 register must be read before entering ALT access mode.
2. Bits 5, 3,1, and 0 return 0.

5.14.9.2

Table 5-35.

5.14.9.3
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PIC Reserved Bits

Many bits within the PIC are reserved, and must have certain values written in order for
the PIC to operate properly. Therefore, there is no need to return these values in ALT
access mode. When reading PIC registers from 20h and AOh, the reserved bits shall
return the values listed in Table 5-35.

PIC Reserved Bits Return Values

PIC Reserved Bits Value Returned
ICW2(2:0) 000
ICW4(7:5) 000
ICW4(3:2) 00

ICW4(0) 0
OCW2(4:3) 00

OCW3(7) 0

OCW3(5) Reflects bit 6
OCW3(4:3) 01

Read Only Registers with Write Paths in ALT Access Mode

The registers described in Table 5-36 have write paths to them in ALT access mode.
Software restores these values after returning from a powered down state. These
registers must be handled special by software. When in normal mode, writing to the
base address/count register also writes to the current address/count register.
Therefore, the base address/count must be written first, then the part is put into ALT
access mode and the current address/count register is written.
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Table 5-36. Register Write Accesses in ALT Access Mode

I/0 Address Register Write Value
08h DMA Status Register for Channels 0-3
DOh DMA Status Register for Channels 4-7

5.14.10 System Power Supplies, Planes, and Signals

5.14.10.1 Power Plane Control with SLP_S3#,
SLP_S4#, SLP_S5#, SLP_A# and SLP_LAN#

The SLP_S3# output signal can be used to cut power to the system core supply, since it
only goes active for the Suspend-to-RAM state (typically mapped to ACPI S3). Power
must be maintained to the PCH suspend well, and to any other circuits that need to
generate Wake signals from the Suspend-to-RAM state. During S3 (Suspend-to-RAM)
all signals attached to powered down plans will be tri-stated or driven low, unless they
are pulled using a pull-up resistor.

Cutting power to the core may be done using the power supply, or by external FETs on
the motherboard.

The SLP_S4# or SLP_S5# output signal can be used to cut power to the system core
supply, as well as power to the system memory, since the context of the system is
saved on the disk. Cutting power to the memory may be done using the power supply,
or by external FETs on the motherboard.

The SLP_S4# output signal is used to remove power to additional subsystems that are
powered during SLP_S3#.

SLP_S5# output signal can be used to cut power to the system core supply, as well as
power to the system memory, since the context of the system is saved on the disk.
Cutting power to the memory may be done using the power supply, or by external FETs
on the motherboard.

SLP_A# output signal can be used to cut power to the Intel Management Engine and
SPI flash on a platform that supports the M3 state (for example, certain power policies
in Intel® AMT).

SLP_LAN# output signal can be used to cut power to the external Intel® GbE PHY LAN
device.

5.14.10.2 SLP_S4# and Suspend-To-RAM Sequencing

The system memory suspend voltage regulator is controlled by the Glue logic. The
SLP_S4+# signal should be used to remove power to system memory rather than the
SLP_S5# signal. The SLP_S4+# logic in the PCH provides a mechanism to fully cycle the
power to the DRAM and/or detect if the power is not cycled for a minimum time.

Note: To use the minimum DRAM power-down feature that is enabled by the SLP_S4#
Assertion Stretch Enable bit (D31:F0:A4h Bit 3), the DRAM power must be controlled
by the SLP_S4# signal.
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5.14.10.3

Note:

5.14.10.4

5.14.10.5

Note:
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PWROK Signal

When asserted, PWROK is an indication to the PCH that its core well power rails are
powered and stable. PWROK can be driven asynchronously. When PCH PWROK is low,
the PCH asynchronously asserts PLTRST#. PWROK must not glitch, even if RSMRST# is
low.

It is required that the power associated with PCIe* have been valid for 99 ms prior to
PWROK assertion in order to comply with the 100 ms PCle 2.0 specification on
PLTRST# de-assertion.

SYS_RESET# is recommended for implementing the system reset button. This saves
external logic that is needed if the PWROK input is used. Additionally, it allows for
better handling of the SMBus and processor resets and avoids improperly reporting
power failures.

BATLOW# (Battery Low) (Mobile Only)

The BATLOW# input can inhibit waking from S3, S4, S5, and Deep Sx states if there is
not sufficient power. It also causes an SMI if the system is already in an SO state.

SLP_LAN# Pin Behavior

The PCH controls the voltage rails into the external LAN PHY using the SLP_LAN# pin.
e The LAN PHY is always powered when the Host and ME systems are running.
— SLP_LAN#="1" whenever SLP_S3#="1" or SLP_A#="1".

o If the LAN PHY is required by ME in Sx/M-Off or Deep Sx, ME must configure
SLP_LAN#="1" irrespective of the power source and the destination power state.
ME must be powered at least once after G3 to configure this.

o If the LAN PHY is required after a G3 transition, the host BIOS must set AG3_PP_EN
(B0:D31:F0:A2h bit 12).

e If the LAN PHY is required in Sx/M-Off, the host BIOS must set SX_PP_EN
(B0O:D31:F0:A2h bit 11).

o If the LAN PHY is required in Deep Sx, the host BIOS must keep DSX_PP_DIS
(B0:D31:F0:A2h bit 13) cleared.

e If the LAN PHY is not required if the source of power is battery, the host BIOS must
set DC_PP_DIS (B0:D31:F0:A2h bit 14).

ME configuration of SLP_LAN# in Sx/M-Off and Deep Sx is dependant on ME power
policy configuration.

The following flow chart shows how a decision is made to drive SLP_LAN# every time
its policy needs to be evaluated.
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Figure 5-7. Conceptual Diagram of SLP_LAN#

State Transition Change
(Sx or Mx) or
ACPRESENT change

S0 or Sx/M3 or
ME configure WOL
Enabled

After G3

NO
AG3_PP_EN=1
y NO ACPRESENT or
not(DC_PP_DIS)
A
SLP_LAN#=0 Going to DeepSx

and DSX_PP_DIS

YES
SLP_LAN#=1

NO

SLP_LAN#=1

NO
SLP_LAN#=0

YES

AG3_PP_EN = After G3 PHY Power Enable

SX_PP_EN = SX PHY Power Enable (Regular SX entry)
DC_PP_DIS = On DC PHY Power Disable

DSX PP_DIS = In Deep_SX PHY Power Disable
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5.14.10.6 SLP_WLAN# Pin Behavior
The PCH controls the voltage rails into the external wireless LAN PHY using the
SLP_WLAN# pin.
e The wireless LAN PHY is always powered when the Host is running.
— SLP_WLAN#="1" whenever SLP_S3#="1".

o If Wake on Wireless LAN (WoWLAN) is required from S3/5S4/S5 states, the host
BIOS must set HOST_WLAN_PP_EN (RCBA+3318h bit 4).

e If ME has access to the Wireless LAN device

— The Wireless LAN device must always be powered as long as Intel ME is
powered. SLP_WLAN#="1" whenever SLP_A#="1".

— If Wake on Wireless LAN (WoWLAN) is required from M-Off state, Intel ME will
configure SLP_WLAN#="1" in Sx/M-Off.

Intel ME configuration of SLP_WLAN# in Sx/M-Off is dependant on Intel ME power
policy configuration.

5.14.10.7 SUSPWRDNACK/SUSWARN# /GPIO30 Steady State Pin Behavior
The following tables summarize SUSPWRDNACK/SUSWARN#/GPIO30 pin behavior.

Table 5-37. SUSPWRDNACK/SUSWARN# /GPIO30 Pin Behavior

. Deep Sx GPIO30 . . Pin Value in Sx/ Pin Value in Pin Value in
Topic Support Setting Pin Value in S0 M-Off Sx/M3 Deep Sx
SUSPWRDNACK Not Support Native 0 Depends on ME 0 OFF
power package and
source (note 1)
SUSWARN# Support Native 1 1 (note 2) 1 OFF
GPIO30 Don’t Care IN High-Z High-zZ High-zZ OFF
Don’t Care ouT Depends on Depends on GPIO30 Depends on OFF
GPIO30 output output data value GPIO30 output
data value data value
Notes:
1. PCH will drive SPDA pin based on ME power policy configuration.
2. If entering Deep Sx, pin will assert and become undriven (“Off”) when suspend well drops upon Deep Sx
entry.
Table 5-38. SUSPWRDNACK during Reset

PIC Reserved Bits Value Returned

Power Cycle Reset 0
Global Reset 0
Straight to S5

PCH initially drive to ‘0’ and then drive per ME power policy
configuration.

Note: See Table 5-39.
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5.14.11.2
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RTCRST# and SRTCRST#

RTCRST# is used to reset PCH registers in the RTC Well to their default value. If a
jumper is used on this pin, it should only be pulled low when system is in the G3 state
and then replaced to the default jumper position. Upon booting, BIOS should recognize
that RTCRST# was asserted and clear internal PCH registers accordingly. It is
imperative that this signal not be pulled low in the SO to S5 states.

SRTCRST# is used to reset portions of the Intel Management Engine and should not be
connected to a jumper or button on the platform. The only time this signal gets
asserted (driven low in combination with RTCRST#) should be when the coin cell
battery is removed or not installed and the platform is in the G3 state. Pulling this
signal low independently (without RTCRST# also being driven low) may cause the
p